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I. INTRODUCTION

The Portuguese exclusive economic zone (EEZ) is the 3rd largest of the European Union and the 10th largest in the world. This represents a total coastline of 1860 km (1000 NMI) long (including Madeira and Azores islands), with approximately 41,553 km² of territorial waters. In these territorial waters the fast patrol boats (FPB) of the Portuguese Navy have a remarkable share, patrolling and supervising all the maritime traffic to ensure that all the applicable laws are being respected.

The use of UAV’s can improve the FPB efficiency, making it possible to obtain real time video streams of aerial images with GPS reference for improved surveillance capacity. In this specific operating environment the UAV should be deployed and recovered onboard two types of FPBs: Argos Class (27 m long, 5.9 m in breadth, draft 2.8 m and displace 97 tons) and Centauro Class (28.4 m long, 5.95 m in breadth, draft 2.8 m and displace 98 tons). For landing in both ships, the stern section is the only possible area, consisting of a very small and irregular area with a size of around 5x6m. The available landing area limits the maximum UAV payload, the used UAV has a 5 kg maximum-take-off weight (MTOW), 180 cm of wingspan and 150 cm of length. In environments where GPS jamming can occur, a vision system can increase the system performance and provide an alternative means of landing [1, 2]. The majority of the research made in this field is based on UAV on-board sensors and processing units, using markers to obtain the UAV relative position to the platform [1, 3-11].

However, the vision based ground systems [12-20] are not usually considered. Using a computer vision system on the ship’s deck circumvents the need to install additional instrument the UAV’s. The observation of the UAV from the ship’s cameras provides the tracking information necessary to feed the control loop in order to generate a correct landing trajectory. The Portuguese navy has started first tests with low cost commercial off-the-shelf (COTS) UAVs in 2005, testing several hardware and landing configurations [21].
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Fig. 1. Landing process illustration.

Using the UAVs 3D CAD model makes it possible to obtain in real time its 3D position and orientation estimation. We propose using a combination of methods for 3D model-based tracking based on a particle filter (PF) and temporal filtering via Unscented Kalman Filter (UKF). The particle filters represent the distribution of an object’s 3D pose as a set of weighted hypotheses (also called particles) [22, 23]. Particles are tested by explicitly projecting the object model in the image, with a certain rotation and translation, to compare with the actual image pixel information. Each particle receives a score based on the match to image information and the best particle is filtered using an UKF in order to smooth the pose estimative between frames. The initialization of the filter is a normally a challenge in particle filters, especially when no a-priori or current object pose is known. When this occurs, usually particles are distributed randomly in space around a predefined position [24]. If the predefined position used for initialization is far away from the real target’s position, this method is slow to converge, resulting in poor filter robustness and performance. In this paper it is used a simple and efficient initialization method, based on an initial database of known object poses [16-20]. The filter’s resampling step is inspired in the evolution strategies present in genetic algorithms [25-28], to avoid sample impoverishment [29]. Adapted crossover and mutation operators are used [16], increasing the filter performance (convergence time) and decreasing the number of particles needed for UAV tracking.

The temporal filtering framework uses the obtained measures over time to generate an estimative that is less affected by noise and uncertainty. For linear systems the standard filtering approach is the classical Kalman Filter (KF). This filter is used normally for noisy data smoothing and parameter estimation [30, 31]. For tracking the UAV’s
translation and rotation motion over time, the nonlinear relationship between estimated orientation (rotation) prevents the usage of the classical KF. In these cases, several extensions to the KF have been proposed in the literature, most notably the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF). In this work we adopt the UKF framework that approximates the Gaussian probability distribution by a set of sample points called sigma points. These points are propagated through the original system equations and used to estimate the posterior state estimate. This results in accurate estimates with low computational cost [32-34].

This paper is organized as follows. In Section 2 it is described the 3D model-based tracking estimation system architecture, which is divided in the: (1) Target Detection, (2) Pose estimation and (3) temporal filtering. In section 3 our system’s setup and experimental results are shown. Finally, in section 4 we present the conclusions of the paper and provide directions for further research work.

II. 3D MODEL-BASED TRACKING SYSTEM

This section introduces the proposed 3D model-based pose estimation and temporal filtering methods used in our tracking system (as illustrated in Fig. 2). The UAV detection system operates in an outdoor environment (Fig. 3) by a moving ship. The main goal is to estimate the UAV pose at each time, and send this information to a Ground Control Station (GCS) to be used in the landing control loop.

![Simplified system architecture.](Image)

![Outdoor environment: clear sky (left) and a cloudy sky (right).](Image)

The proposed method is divided in three parts (Fig. 2):

- **Target Detection** – Consists of searching in the image for regions of interest (ROI). This ROI represents an image region that may contain an object classified as the UAV to land;

- **Pose estimation** – Consists of particle initialization (using a pre-trained database of the UAV in multiple poses), particle evaluation (rank each particle by likelihood) and a local optimization (particles are resampled and optimized to best fit the object appearance in the image);

- **Temporal filtering** – The best particle obtained in the pose estimation stage is filtered between frames using an UKF framework, to obtained a smoothed pose estimate over time.

A. Target Detection

The initial target detection is very important since we are operating in an outdoor environment and the presence of other objects (e.g. birds or clouds) affect the system’s performance.

It is very important also to achieve illumination invariance, ensuring a high object detection rate.

The initial UAV detection is made using a trained local binary pattern (LBP) cascade classifier [35]. After a training stage, where the classification error is minimized in a labeled dataset the classifier can be used to predict whether observed image regions contain the objects of interest. [36, 37]. To train the classifier a large dataset of both positive (Fig. 4) and negative samples (Fig. 5) are needed.

![Positive training samples (dataset example).](Image)

![Negative training samples (dataset example).](Image)

Several other methods were tested such as template matching [38, 39] and other classifier features (Haar-like features [40] and histogram of oriented gradients [41]). The most successful results were obtained with LBP features, resulting in the best scores in ROI detection (Fig. 6).

![Obtained ROI using a cascade classifier (LBP).](Image)

B. Pose estimation

The pose estimation stage is divided in three parts:

- **Particle initialization** – An interest point detection algorithm is applied to the detected ROI, and it is computed an oriented bounding box (BB) that contains the obtained corner points. Then the obtained BB is compared with a pre-trained database of UAV BB in multiple poses. All the poses in the database receive a match score, and all the poses with a sufficient score will generate pose hypotheses (particles) for the next stage;

- **Particle evaluation** – The particles generated in the previous stage will be ranked by likelihood using two different metrics according to the target distance;

- **Local optimization** – Based on the likelihood of the particles, resampling and optimization steps are made to best fit the image appearance.

1) Particle Initialization

The target detection phase results in an oriented BB that indicates the image position and rough posture of the UAV. In the particle initialization stage the obtained BB characteristics are compared with a database of synthetically generated bounding boxes of the UAV in multiple poses (Fig. 7). This database was created offline and indexed in an efficient way.
for real-time retrieval. Since we use a perspective camera model, the database can be made independent of object position in the image. The detected bounding boxes are obtained applying the FAST [35, 42] feature detector on the observation frame, selecting the key points that are inside the obtained ROI.

![Virtual sphere representation](image)

Fig. 7. Virtual sphere representation used for the database (left) and the camera and object referential relationship (right).

The database is created by generating multiple UAV synthetic images in different poses, and obtaining the BB that best fits the projected object. This information is stored in a database indexed by angle (θ) and aspect ratio (AR). The difference between the angle and the AR of the observation and database is calculated online using the Euclidean distance. We assume that the object’s points are all in the same depth (Z coordinate), projected in a plane parallel to the image. The Z coordinate can be computed by the relationship between the BB areas and depth.

\[
Z = \frac{Z_{\text{Database}} \cdot \sqrt{\text{Area}_{\text{Database}}}}{\sqrt{\text{Area}_{\text{Observation}}}}
\]

(1)

\[
X = \frac{Z(\text{BB}_x - C_x)}{f_x}
\]

(2)

\[
Y = \frac{Z(\text{BB}_y - C_y)}{f_y}
\]

(3)

where \(f\) and \(C\) represents the camera intrinsic parameters – focal length and camera centre coordinates (obtained by previous camera calibration). A correct camera calibration step is essential to ensure precision in system performance.

2) Particle evaluation

The quality of each particle is evaluated accordingly to two different likelihood metrics. To decrease the estimation error (due to an outdoor environment estimation) two different likelihood functions were used [16-20]: Texture likelihood (above 25 meters estimation) and a Hybrid approach (under 25 meters estimation). For the color histogram-based likelihood (Fig. 9) the histograms are obtained in the RGB colour space (\(b_{\max} = 12\) bins), and the distance between them are calculated using the Bhattacharyya similarity metric as in [16, 43, 44]:

\[
L_{\text{texture}} = 1 - \sum_{b=1}^{b_{\max}} k_{\text{inner}}(b) \cdot h_{\text{outer}}(b)
\]

(4)

where \(k_{\text{inner}}\) is the inner histogram, \(k_{\text{outer}}\) is the outer histogram and \(b\) is the respective histogram bin. The hybrid likelihood function combines the likelihood function described before with contour information. The edge line segments of the contour are identified and a sample point (\(v\)) in the middle is generated. Then a 1D perpendicular search (as seen in Fig. 10) is made to match the sample points with the nearest edge (\(m\)). After calculating the matches the contour likelihood is calculated as in [16, 45]:

\[
L_{\text{contour}} = \exp\left(-\lambda_c \frac{(p_m - p_v)}{p_v}\right) \times \exp\left(-\lambda_v \overline{d}\right)
\]

(5)

where \(\overline{d}\) is the arithmetic average distance between the sample points and the edge points, \(\lambda_v\) and \(\lambda_c\) are sensitivity terms used to tune the contour likelihood function, \(p_v\) is the number of visible sample points and \(p_m\) is the number of matched sample points. The magnitude and orientation (Sobel filter) is calculated and stored for each obtained frame. To decrease the obtained error in the matching process, for each sample point the gradient’s angle is compared to the matched point and if this diverges by 45 degrees the matched point is excluded.

![Particle filter illustration](image)

Fig. 8. Particle filter illustration.

![Example of object inner (dark green) and outer (black) histograms](image)

Fig. 9. Example of object inner (dark green) and outer (black) histograms.

![Sample points and 1D search (green and orange lines)](image)

Fig. 10. Sample points and 1D search (green and orange lines).

The hybrid likelihood is created by the combination of the two likelihood functions described before in equations (4) and (5), and is obtained by:

\[
L_{\text{total}} = L_{\text{contour}} + A \times L_{\text{texture}}
\]

(6)

where \(A\) is a relative sensitivity term used to fine tune the hybrid likelihood function.

3) Particle Initialization

Given a set of particles and a likelihood function, the local optimization process operates in three phases [16-20]: Bootstrap. Coarse Optimization and Fine Optimization.

In the Bootstrap phase the best 100 possibilities obtained by comparison with the database are evaluated and the obtained weight is stored. The best 3 particles are stored in an auxiliary buffer (Top \(M = \text{Top } 3\)). The particles with weight very close to zero (below \(\delta = 0.01\)) are eliminated and replaced with a random particle selected from the Top 3 buffer, added with Gaussian noise of covariance \(\Sigma_b\). In each step all particles are evaluated and compared to those in the Top 3. If the obtained weight is higher the vector is updated. If there are at least two particles in the Top 3 with likelihood bigger than “Threshold min”, the coarse optimization phase begins. Otherwise, each particle is perturbed with Gaussian noise with covariance \(\Sigma_b\) (If after 10 of these improvement steps no two particles are above “Threshold min”, the process is restarted up to a maximum of 3 restarts). The best three particles have an important role in the optimization process because they will provide the “chromosomes” for an approach inspired on genetic algorithms [13, 14]. After extensive experimentation we have found such an approach much more
effective than using only random perturbations and resampling as in conventional particle filters.

In the coarse optimization phase each particle is analysed, if the particle is a best one, it is perturbed with some Gaussian noise. If the particle weight is smaller, the Top 3 are combined with a random selection of attributes of these particles – crossover. Half of those particles will also be affected by a soft mutation adding Gaussian noise to the result – mutation. These operators allow particle diversity, avoiding possible local minima.

The fine optimization starts stops when at least two of the three particles in the Top 3 are above a value of “Threshold” (If this does not happen in 10 iterations the filter returns to the previous phase automatically). The fine optimization phase and the coarse phase are similar but the Gaussian noise variance applied in the mutation is lower, obtaining a final fine-tuning in the pose estimation (This phase ends after 5 iterations).

C. Temporal filtering

We consider that the UAV follows a constant velocity model, i.e. it suffers small accelerations between two consecutive time steps, \( t \) and \( t + 1 \). Furthermore we consider that linear and angular motions are independent, thus the full model is composed of two separate dynamical systems. This is a rough approximation of the real dynamics of the aircraft since its orientation and linear velocity are usually highly correlated. The coupling between these dimensions will be subject of future work.

1) Translational Model

Given the stated assumptions the linear motion state vector is defined as:

\[
x^t = [p^T \ v^T]^T
\]

where \( p = [p_x \ p_y \ p_z]^T \) and \( v = [v_x \ v_y \ v_z]^T \) are respectively the linear position and velocities of the vehicle. The time evolution of the state is:

\[
x_{t+1}^i = F(x_t^i, \xi_t^i) = A_i x_t^i + \xi_t^i
\]

where \( \xi_t^i \) is a Gaussian noise random variable with zero mean and covariance \( Q_t^i \). \( A_i \) is the linear dynamics matrix:

\[
A_i = \begin{bmatrix} I_{3x3} & \Delta t \cdot I_{3x3} \\ 0_{3x3} & I_{3x3} \end{bmatrix}
\]

The 3D model-based tracking algorithm described in the previous section measures the pose but not the velocity. The observation model is thus the following:

\[
z_t^i = C x_t^i + \eta_t^i
\]

where \( \eta_t^i \) is a Gaussian noise random variable with zero mean and covariance matrix \( R_t \) and \( C = [I_{3x3} \ O_{3x3}] \).

2) Rotational Model

The angular velocity is represented by \( \omega = [\omega_x \ \omega_y \ \omega_z]^T \). Its time evolution is modelled as:

\[
\dot{\omega}_{t+1} = F^\omega(\omega_t, \xi_t^\omega) = \omega_t + \xi_t^\omega
\]

where \( \xi_t^\omega \) is a zero mean Gaussian noise vector with covariance matrix \( Q_t^\omega \).

To represent absolute orientation we use a unit quaternion \( q = [q_1 \ q_2 \ q_3 \ q_4]^T \), with \( \theta = [q_1, q_2, q_3]^T = \hat{e} \sin \left( \varphi / 2 \right) \) and \( q_4 = \cos \left( \varphi / 2 \right) \), where \( \hat{e} \) is the axis rotation and \( \varphi \) is the angle of rotation. The time evolution of the orientation can be written as:

\[
q_{t+1} = q_t \otimes \delta q_{t+1} \otimes \delta q_t^i
\]

where \( \otimes \) represents quaternion multiplication (composition of orientations) and \( \delta q_{t+1} \) and \( \delta q_t^i \) are quaternions representing the integration of the effect of the angular velocity and rotation noise, assumed constant during a sampling interval \( \Delta t \):

\[
\delta q_{t+1}^\omega = Q(\omega_t) \quad \delta q_t^i = Q(\xi_t^i)
\]

with:

\[
Q(x) = \begin{bmatrix} \frac{1}{2} \sin \left( \frac{\|x\|}{2} \right) \\ \frac{\|x\|}{2} \end{bmatrix}
\]

Thus the effect of the noise vector \( \xi_t^i \) is considered as a random angular velocity disturbance and has a \( 3 \times 3 \) covariance matrix \( Q_t^i \).

Because quaternions are not minimal representation of orientation, it is not straightforward to represent the state covariance. To address this issue we adopt the formulation of [46] and represent the orientation dynamics in terms of error-quaternions with respect to the current state. A local error quaternion is defined as \( s = [\delta q^t \ \delta q_4] \) but a minimal representation is adopted using a vector of generalized Rodrigues parameters:

\[
r = R(s) = f \frac{\delta q}{a + \delta q_4}
\]

where \( a = 1 \) and \( f \) is a scale factor. We choose \( f = 2(a + 1) \) so that \( ||r|| = \varphi \) for small angles [46]. The inverse transformation from \( r \) to \( s \), denoted \( R^{-1}(r) \) is given by:

\[
\delta q_4 = -a ||r||^2 \frac{f^2 ||r||^2 + ||r||^2}{f^2 ||r||^2}
\]

\[
\delta q = f^{-1}(a + \delta q_4)||r||
\]

With this parameterization, the incremental rotation dynamics is given by:

\[
r_{t+1} = F'(r_t, q_t, \omega_t, \xi_t^i)
\]

with:

\[
F'(r, q, \omega, \xi) = R(q \otimes R^{-1}(r)) \otimes Q(\omega) \otimes Q(\xi)
\]

Finally the state vector for the angular dynamics is defined as:

\[
x^\omega = [r \ \omega]
\]

with covariance:

\[
Q_t^\omega = \begin{bmatrix} Q_t^i & 0_{3x3} \\ 0_{3x3} & Q_t^i \end{bmatrix}
\]

At each time step the error vector \( r_t \) is reset to zero. After its update, \( r_{t+1} \) is accumulated to the absolute orientation quaternion \( q_{t+1} = q_t \otimes R^{-1}(r_{t+1}) \).

3) The Unscented Kalman Filter

To filter along time the measurements obtained by our system, we will use a discrete-time Unscented Kalman Filter (UKF) [32, 46-49]. We adopt the formulation of [32, 46, 49].

The process model1 is represented as:

\[
1 \text{ For notational simplicity we consider the time invariant case, i.e. process and measurement models do not depend on time.}
\]
\[ x_{t+1} = F(x_t, \xi_t) \]  

(22)

where \( \xi_t \) is a Gaussian noise random variable with zero mean and covariance \( Q_t \).

As described in the previous section, for the translational motion we have \( F = \mathbf{F}_t \) and \( Q_t = Q^T_t \). For the angular motion we have \( F = [\mathbf{F}^T_t \mathbf{F}^T_0] \) and \( Q_t = Q^T_t \) (11), (18) and (21).

The measurement model is represented as:

\[ z_{t+1} = H(x_{t+1}, \eta_{t+1}) \]  

(23)

where \( \eta_t \) is a Gaussian noise random variable with zero mean and covariance \( R_t \). Function \( H \) relates the measurement \( z_{t+1} \) to the values of the state vector \( x_{t+1} \) and the influence of a random variable \( \eta_{t+1} \) on the measured value. For the translational motion we have \( z_{t+1} = p_{t+1} + \eta_{t+1} \) and \( R_t = R^T_t \) (10). For the angular motion, our observation is the orientation error quaternion, encoded by incremental Rodrigues parameters \( z_{t+1} = R(q^n_{t+1} \times \delta q^n_t \times \delta q^{-1}_t) \) where \( q_{t+1} \) is given by our pose estimation algorithm and \( q_t \) is the absolute orientation from the previous time step.

The standard Kalman Filter can be applied when both the measurement and the observation models are linear and the noises are additive:

\[ x_{t+1} = Fx_t + \xi_t \]  

(24)

\[ z_t = Hx_t + \eta_t \]  

(25)

where \( F \) and \( H \) are matrices of appropriate dimensions.

Like the standard Kalman Filter, the UKF is composed of several phases:

- Propagation of the current state \( x_t \) and its covariance \( P_t \), using the process model (8) and the process noise covariance \( Q_t \), to compute the next time a priori state \( \bar{x}_{t+1} \) and covariance, \( P^*_{t+1} \). In the case of standard Kalman Filter we have \( \bar{x}_{t+1} = FX_t \) and \( P^*_{t+1} = FP_tF^T + Q_t \);

- Prediction of the measurement \( \bar{z}_{t+1} \) and associated covariance \( P^{zz}_{t+1} \) using the measurement model (10). In the case of standard Kalman Filter we have \( P^{zz}_{t+1} = HP^*_{t+1}H^T \);

- Computation of the cross correlation matrix \( P^{xz}_{t+1} \), relating the noise in the predicted state vector to the noise in the predicted measurements. In the case of standard Kalman Filter we have \( P^{xz}_{t+1} = P^{zz}_{t+1}H^T \);

- Computations of the innovation \( v_{t+1} \) as the error between the current measurement and the associated covariance. In the case of the standard Kalman Filter we have \( v_{t+1} = z_{t+1} - \bar{z}_{t+1} \) and \( P^{uv}_{t+1} = P^{zz}_{t+1} + R_{t+1} \);

- Computation of the Kalman gain \( K_{t+1} = P^{xz}_{t+1}(P^{uv}_{t+1})^{-1} \). This step is equivalent in the KF and UKF;

- Update of the a posteriori state and covariance estimates. In the case of the standard Kalman Filter we have \( x_{t+1} = \bar{x}_{t+1} + K_{t+1}v_{t+1} \) and \( P_{t+1} = P^*_{t+1} - K_{t+1}P^{uv}_{t+1}K_{t+1}^T \).

Differently from the KF, the UKF computes the mean and the covariance matrices using a sampling approach. The Gaussian distributions of the state and process noise are used to generate a set of points (sigma points) that are sufficient to represent their statistics. Then these points are propagated through the process and measurement models to obtain new sets of sigma points from which the means and covariance matrices of the state and measurement predictions are obtained, assuming Gaussian approximations.

a) Sigma Points

The process noise covariance \( Q_t \) (n dimensions vector) and state covariance \( P_t \) (n x n matrix) are transformed into a 2n set of points \( \delta x_t(i) \) that represent perturbations to the current state:

\[ \delta x_t(i) = \text{columns}(\pm\sqrt{2n} \cdot \gamma \cdot (P_t + Q_t)), i = 1 \ldots 2n \]  

(26)

The parameter \( \gamma \) is a scaling parameter given by:

\[ \gamma = \alpha^2(n + k) \]  

(27)

where \( \alpha \) is a positive real \((0 \leq \alpha \leq 1)\) parameter that controls the high order effects resulting from the existing non-linearity, \( k \) is another real parameter \((k \geq 0)\) that will control the distance between the sigma points and their average [47, 50]. The matrix \( P_t \) is symmetric and positive definite, so it is possible to use the Cholesky decomposition to compute \( \gamma(P_t + Q_t) \) [51]. The computation of the sigma points, is now done by adding directly \( \delta x_t(i) \) to the state vector \( x_t \):

\[ X_i = x_t + \delta x_t(i), i = 1 \ldots 2n \quad \text{and} \quad X_0 = x_t \]  

(28)

b) A priori state mean and covariance

The process model \( F \) is then applied to the obtained sigma points, generating the transformed sigma points:

\[ Y_i = F(X_i, 0), \quad i = 0 \ldots 2n \]  

(29)

No additional noise is added at this step because the noise was already added at the sigma point’s creation step (28).

The a priori state estimate is obtained calculating the mean of the transformed sigma points \( Y_i \) according to:

\[ \bar{x}_{t+1} = \sum_{i=0}^{2n} w_i Y_i \]  

(30)

The weights \( w_i \) come from the unscented transformation [52-54] and are given by \((i = 1, \ldots, 2n)\):

\[ w_0 = \frac{\lambda}{(n+k)} \quad w_i = \frac{\lambda}{2(n+k)} \]  

(31)

To estimate the a priori state covariance each propagated sigma point is removed from its mean to create the set of error vectors:

\[ \delta \bar{x}_{t+1}(i) = Y_i - \bar{x}_{t+1} \]  

(32)

Then:

\[ P^{xz}_{t+1} = \sum_{i=0}^{2n} w_i \delta \bar{x}_{t+1}(i) \delta \bar{x}_{t+1}(i)^T \]  

(33)

where the scaling weights are given by (18), with exception of \( w_0 \) alternatively given by:

\[ w_0 = \frac{\lambda}{(n+k)} + (1 - \alpha^2 + \beta) \]  

(34)
\[ \beta \text{ is a non-negative term which incorporates knowledge of the higher order moments of the distribution [47, 50].} \]

c) \textit{A priori measurement mean and covariance}

The transformed sigma points are now projected into the measurement space according to:

\[ \mathbf{Z}_t = H(\mathbf{Y}_t, 0) \]  \hspace{1cm} (35)

The measurement expected value is computed as:

\[ \tilde{z}_{t+1} = \sum_{i=0}^{2n} w_i \mathbf{Z}_i \]  \hspace{1cm} (36)

and the measurement covariance estimate \( \mathbf{P}^{zz}_{t+1} \) is given by:

\[ \mathbf{P}^{zz}_{t+1} = \sum_{i=0}^{2n} w_i [\mathbf{Z}_i - \tilde{z}_{t+1}] [\mathbf{Z}_i - \tilde{z}_{t+1}]^T \]  \hspace{1cm} (37)

d) \textit{The Innovation}

The innovation vector \( \mathbf{v}_{t+1} \) is obtained comparing the actual measurement \( \mathbf{z}_{t+1} \) to the measurement estimate \( \tilde{z}_{t+1} \):

\[ \mathbf{v}_{t+1} = \mathbf{z}_{t+1} - \tilde{z}_{t+1} \]  \hspace{1cm} (38)

The innovation covariance \( \mathbf{P}^{uu}_{t+1} \) is obtained adding the measurement noise \( \mathbf{R}_{t+1} \) to the measurement covariance \( \mathbf{P}^{zz}_{t+1} \):

\[ \mathbf{P}^{uu}_{t+1} = \mathbf{P}^{zz}_{t+1} + \mathbf{R}_{t+1} \]  \hspace{1cm} (39)

e) \textit{The Kalman Gain}

The cross correlation matrix \( \mathbf{P}^{ux}_{t+1} \) is obtained from \( \mathbf{Z}_i \) and \( \mathbf{Y}_i \), according to:

\[ \mathbf{P}^{ux}_{t+1} = \sum_{i=0}^{2n} w_i [\mathbf{Y}_i - \tilde{X}_i] [\mathbf{Z}_i - \tilde{z}_{t+1}]^T \]  \hspace{1cm} (40)

The Kalman gain is then computed from:

\[ \mathbf{K}_{t+1} = \mathbf{P}^{ux}_{t+1} (\mathbf{P}^{uu}_{t+1})^{-1} \]  \hspace{1cm} (41)

f) \textit{State Update}

Finally, the a posteriori state estimate is obtained according to:

\[ \mathbf{x}_{t+1} = \tilde{\mathbf{x}}_{t+1} + \mathbf{K}_{t+1} \mathbf{v}_{t+1} \]  \hspace{1cm} (42)

and the state covariance \( \mathbf{P}_{t+1} \) is given by:

\[ \mathbf{P}_{t+1} = \mathbf{P}^{xx}_{t+1} - \mathbf{K}_{t+1} \mathbf{P}^{ux}_{t+1} \mathbf{K}_{t+1}^T \]  \hspace{1cm} (43)

III. EXPERIMENTAL RESULTS

In this section we show results from the implemented framework. Because with real images we do not have ground truth information, results are qualitatively evaluated using synthetically generated (Fig. 11) landing sequences with ground truth. The method was implemented in C++ on a 2.40 GHz Intel i7 CPU and NVIDIA GeForce GT 750M. All results presented in this section refer to this platform.

Fig. 11. Synthetic frame example.

A. \textit{Target Detection, Pose Estimation and Temporal filtering}

Temporal filtering is an essential step, allowing the use of the object behaviour information between frames. A constant linear and angular velocity model is used to filter the individual pose estimate at each frame and decrease the obtained estimation error. For performance illustration two different video sequences were analysed, quantifying the obtained errors between the ground truth, the measurements and the estimated values of pose, applying the detection, pose estimation and temporal filtering phases. The parameters used in the target detection and pose estimation phase have been reported in [16, 17, 19, 20].

The UAV is initialized in a centered position (as seen in Fig. 11), according to the values described in Table I. The orientation is represented here in Euler angles (Rotation in the X, Y and Z axis \( \alpha, \beta \) and \( \gamma \) respectively) due to the use of the OpenGL library for object rendering, which uses this rotation representation.

<table>
<thead>
<tr>
<th>Table I. Initial UAV position attitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial State Vector</td>
</tr>
<tr>
<td>X</td>
</tr>
<tr>
<td>Y</td>
</tr>
<tr>
<td>Z</td>
</tr>
<tr>
<td>Alfa (( \alpha ))</td>
</tr>
<tr>
<td>Beta (( \beta ))</td>
</tr>
<tr>
<td>Gama (( \gamma ))</td>
</tr>
</tbody>
</table>

1) \textit{Landing Sequence I}

In the first sequence the UAV makes an approach at a constant speed of 9.45 m/s in the Z axis (after several real sea tests this is the ideal UAV approach velocity for a successful landing), maintaining a constant attitude. As it is possible to analyse from the Fig. 12, Fig. 13 and Fig. 14 (X, Y and Z motion respectively) there is some measure error smoothing on the UAV trajectory estimation through the use of the temporal filtering framework. This filtering framework allows a better pose estimation than the direct use of the taken measurement. The obtained errors in this landing sequence are quantified in Table II.

Fig. 12. Temporal filtering – Sequence I: Translation in X.

The attitude error is obtained via the error quaternion between the measurement/estimation and the ground truth. The error between the two rotations is given by [32, 49]:

\[ \theta_{error} = 2 \arccos(q_{error_w}) \]  \hspace{1cm} (44)

where \( q_{error_w} \) corresponds to the scalar part of the obtained error quaternion. As observed in Fig. 15, the filter is effective in smoothing out many angular outlier observations on the
pose estimation method. These outliers arise from the observation process due to the ambiguities in appearance of the aircraft around symmetries (frontal/backward, up/down).

Fig. 13. Temporal filtering – Sequence I: Translation in Y.

Fig. 14. Temporal filtering – Sequence I: Translation in Z.

Fig. 15. Temporal filtering – Sequence I: Rotation errors between the ground truth and the measurements (green) and between the ground truth and the estimated values (blue).

2) Landing Sequence II

For a better analysis of the temporal filtering advantages, a new landing sequence is generated with random pose variations, representing large disturbances (e.g. wind) according to two normal distributions. one for the translation X and Y ($\mathcal{N}(0,0.25)$ m) and other for the Euler angles alpha, beta and gamma ($\mathcal{N}(0,5.00)$ deg). The approach velocity (Z axis) remains the same of the previous sequence.

The resulting position estimates (Fig. 16, Fig. 17 and Fig. 18) present an obvious smoothing in the UAV trajectory far more evident in this example. In the attitude analysis (Fig. 19) there is a clear decrease in the error from the measurements to the filtered estimates, despite the high number of pose outliers. The obtained errors in this sequence are quantified in Table III.

In this work we have not introduced coupling between the dynamics in the translation and rotational models yet because the dynamics of the UAV is currently being more thoroughly analysed. These constraints would further improve the dynamics model and thus the precision of the estimates. Also the observation model could benefit from the state covariance estimates to weight the sampling process. These points will be subject to further research.
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Table II. Error Quantification – Sequence I

<table>
<thead>
<tr>
<th></th>
<th>Measured</th>
<th>Sequence I (Estimate)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Value</td>
<td>Median Value</td>
</tr>
<tr>
<td>X (m):</td>
<td>0.012</td>
<td>0.002</td>
</tr>
<tr>
<td>Y (m):</td>
<td>0.029</td>
<td>0.007</td>
</tr>
<tr>
<td>Z (m):</td>
<td>32.39</td>
<td>1.069</td>
</tr>
<tr>
<td>Attitude error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obj. vs Meas.</td>
<td>32.39</td>
<td>2.89</td>
</tr>
<tr>
<td>(degrees)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude error</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obj. vs Esti.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(degrees)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 18. Temporal filtering – Sequence II: Translation in Z.

Fig. 19. Temporal filtering – Sequence II: Rotation errors between the ground truth and the measurements (green) and between the ground truth and the estimated values (blue).

TABLE III. ERROR QUANTIFICATION – SEQUENCE II

<table>
<thead>
<tr>
<th></th>
<th>Measured</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Value</td>
<td>Median value</td>
<td>Mean Value</td>
</tr>
<tr>
<td>X (m):</td>
<td>-0.021</td>
<td>-0.009</td>
<td>-0.011</td>
</tr>
<tr>
<td>Y (m):</td>
<td>0.026</td>
<td>0.018</td>
<td>0.037</td>
</tr>
<tr>
<td>Z (m):</td>
<td>1.015</td>
<td>0.621</td>
<td>0.904</td>
</tr>
<tr>
<td>Attitude error Obj. vs Meas. (degrees)</td>
<td>72.79</td>
<td>23.30</td>
<td></td>
</tr>
<tr>
<td>Attitude error Obj. vs Esti. (degrees)</td>
<td>31.94</td>
<td>29.54</td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSIONS

A method was introduced and tested for tracking of a known UAV, for the purpose of automatic landing. The presented algorithms features a UAV detection method based on a cascaded classifier; a particle initialization methodology with a pre-trained database; a particle optimization stage inspired in evolutionary methods that has shown interesting convergence properties; and a temporal filtering using an unscented Kalman filtering. The implemented architecture allows better pose estimation between successive frames decreasing the obtained position and attitude errors. We consider the achieved precision levels suitable for automated landing. In the following stages of the work, we will focus on real data acquisition and on implementing the methods using a GPU for processing time decrease.
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