Robotic tool use and problem solving based on probabilistic planning and learned affordances
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Abstract—The ability of predicting the consequences of actions is a distinctive sign of human intelligence. Predictions are used to efficiently plan actions sequences that allow problem solving. This ability is acquired incrementally by humans during development through sensorimotor experience: i.e. interacting with objects while perceiving salient events. An appealing concept to represent this sensorimotor knowledge has been proposed in psychology under the name of object affordances: action possibilities that an object offers to an agent. Affordances are learned by the agent (animal or robot) and exploited for action planning. Clearly, endowing artificial agents with such cognitive capabilities is a fundamental challenge both in artificial intelligence and robotics. We propose a framework in which an embodied agent (i.e. our case, the humanoid robot iCub) explores the environment and learns object affordances as relationships between actions, object visual properties and observed effects. The learned affordances enable a number of cognitive skills: e.g. i) predicting the effects of an action over an object, or ii) selecting the best action to obtain a desired effect. By exploring object-object interactions the robot can develop the concept of tool (i.e. a hand-held object that allows to obtain a desired effect on another object), and eventually use the acquired knowledge to plan sequences of actions to attain a desired goal (i.e. problem solving).

I. INTRODUCTION

Humans solve complex tasks on a routine basis, by choosing, amongst a vast repertoire, the most proper actions to apply onto objects in order to obtain certain effects. According to developmental psychology [1], the ability to predict the functional behavior of objects and their interaction with the body, simulating and evaluating the possible outcomes of actions before they are actually executed, is one of the purest signs of cognition, and it is acquired incrementally during development through the interaction with the environment. Neuroscientific evidence [2] supports the idea that, in the brain, these predictions happen during action planning through the activation of sensorimotor structures that couple sensory and motor signals. To reproduce such intelligent behavior in robots is an important, hard and ambitious task. One possible way to tackle this problem is to resort to the concept of affordances, introduced by Gibson in his seminal work [3]. He defines affordances as action possibilities available in the environment to an individual, thus depending on its action capabilities. From the perspective of robotics, affordances are powerful since they capture the essential world and object properties, in terms of the actions that a robot is able to perform. They can be used to predict the effects of an action, or to plan the actions to achieve a specific goal; by extending the concept further, they can facilitate action recognition and be exploited for robot imitation [4], they can be a basis to learn tool use [5], [6], and they can be used together with planning techniques to solve complex tasks. We propose a model of affordances that relates the shape properties of a hand held object (intermediate) and an acted object (primary) with the effects of the motor actions of the agent, measured as relative displacements of the primary object. We have explored two learning approaches: probabilistic learning (Bayesian Networks, BN [11]) and neural networks (Denoising Autoencoders, dA [22]). The iCub [7] humanoid robot learns these affordances by performing numerous actions on a set of objects displaced on a table (see Fig. 1). The learned models can then be used to predict the consequences of actions, leading to behaviors such as tool use and problem solving.

II. RELATED WORK

Many computational models have been proposed in the literature in order to equip robots with the ability to learn affordances and use them for prediction and planning. The concept of affordances and its implications in robotics are discussed by Sahin et al. [8], who propose a formalism to use affordances at different levels of robot control; they apply one part of their formalism for the learning and perception of traversability affordances on a mobile robot equipped with range sensing ability [9]. In the framework presented by Montesano et al. [10], objects affordances are modeled with a Bayesian Network [11], a general probabilistic representation of dependencies between actions, objects and effects; they also describe how a robot can learn such a model from motor experience and use it for prediction, planning and
imitation. Since learning is based on a probabilistic model, the approach is able to deal with uncertainty, redundancy and irrelevant information. The concept of affordances has also been formalized under the name of object-action complexes (OACs, [12]).

III. COMPUTATIONAL MODELS OF AFFORDANCES

In recent work [5], [6] we proposed a model in which the relationships between a hand-held object, an acted object, the applied action and the observed effect are encoded in a causal probabilistic model, a Bayesian Network (BN)—whose expressive power allows the marginalization over any set of variables given any other set of variables. It considers that actions are applied to a single object using another object held by the robot (i.e. an intermediate object, a tool), as depicted in Fig. 2 (top image). The BN of our approach explicitly models both primary (acted) and intermediate (held) objects, thus we can infer i) affordances of primary objects, ii) affordances of intermediate objects, and iii) affordances of the interaction between intermediate and primary objects. For example, our model can be used to predict effects given both objects and the performed action, or choose the best intermediate object (tool) to achieve a goal (effect to be produced on a primary object). Both objects are represented in the BN network as a set of basic shape features obtained by vision (e.g. convexity, eccentricity). Further details can be found in [5], [6].

Recently we also explored a different learning approach to estimate these sensorimotor relationships, based on Denoising Auto-encoders (dA [22]). This approach has a number of appealing features. First, since dA are a variant of neural networks, they can be applied in online learning scenarios. Second, they impose no constraint on the type of learning data (continuous or discrete). Third, they have been successfully applied to multi-modal information fusion, allowing to retrieve one modality given the others [23]. Therefore, by using this approach we can obtain the same expressive power of the BNs (i.e. the possibility of infer any set of variables given any other set of variables), but with the advantage of using continuous data and online incremental estimation of the model. This is not possible with classic BNs, that require data to be discretized/clustered, and are learned in batch mode.

A. A model for tool use

The affordances of the intermediate hand-held object (i.e. the tool) can be incorporated in a more complete model for cognitive tool use. Tools can be typically described by three functional parts: a handle, an effector, and a body of a certain length $L$ connecting the two (see bottom part of Fig. 2). These three parts are related to three different motor behaviors humans have to perform in order to successfully use a tool: grasping the handle, reaching for a desired pose with the effector and then executing an action over an affected object. Each of those behaviors requires some prior mental reasoning, first to estimate whether the behavior is feasible (e.g. is the handle graspable?) and then to plan the correct motion to be executed (e.g. determine the target hand pose and the finger movements to grasp the tool). We can therefore define three levels of tool affordances: i) usage affordances, ii) reach affordances and iii) grasp affordances (see right part of Fig. 2). These affordances relate to specific problems: i) what actions the tool affords, because of its effector properties, ii) what part of the workspace the tool affords to reach for, depending on its length, iii) what grasps the tool affords, based on the shape and size of the handle.

The outcomes of these three reasoning processes are based on internal models that the robot can learn through motor exploration. The model of affordances in the left part of Fig. 2 represents the usage affordances. In previous work we proposed a learning framework that enables a robot to learn its own body schema [13]–[15], and to update it when tools are included [16], [17], and a representation of its own reachable space [18], [19]; these internal models are related to the reach affordances. Also, a number of models for learning and using grasp affordances have been proposed in the literature (e.g. [20], [21]).

B. Use affordances for problem solving

Since the early days of Artificial Intelligence (AI), planning techniques have been employed to allow agents to achieve complex tasks in closed and deterministic worlds. Every action has clearly defined pre-conditions, and generates deterministic post-conditions. However, these assumptions are not plausible if we consider a real robot acting in real unstructured environments, where the consequences of actions are not deterministic and the world is perceived through noisy sensing.

The affordance model (and more generally, the tool use model) depicted in Fig. 2 provide probabilistic predictions of actions consequences, that depend on the perceived visual
features of the objects and on the robot sensorimotor abilities and previous experiences. Inspired by recent advances in AI, we can use these predictions within probabilistic planning algorithms, to achieve a grounding of the planning operators based on the robot sensorimotor knowledge. Through this computational machinery, the robot is able to plan the sequence of actions that has the higher probability to achieve the goals, given its own motor abilities and the perceived properties of the available objects. More specifically, within the EU Project Poeticon++, we address the problem of having a robot executing motor tasks requested by a human through spoken language (i.e., verbal instructions). Verbal instructions do not typically have a one-to-one mapping to robot actions, due to various reasons: economy of spoken language, e.g., one short instruction might indeed correspond to a complex sequence of robot actions, and details about action execution might be omitted; grounding, e.g., some actions might need to be added or adapted due to environmental contingencies; embodiment, e.g., a robot might have different means than the human ones to obtain the goals that the instruction refers to. Therefore, we propose a general cognitive architecture to deal with these issues, based on three steps: i) language-based semantic reasoning on the instruction (high level), ii) formulation of goals in robot-symbols and probabilistic planning to achieve them (mid-level), iii) action execution (low-level). The mid-level is the layer in which we take in consideration the robot prior sensorimotor experience (i.e. the learned affordances) to ground the planning operators. Our system merges semantic knowledge from high-level with robot prior knowledge coming from the affordances and perceptual knowledge about the current context coming from the robot sensors, by using probabilistic planning; the output of the mid-level is the motor actions to be executed by the low-level, which in our case is represented by the iCub robot motor control routines.

IV. Conclusions

We present here our overall effort in modeling object affordances and use such knowledge to enable cognitive tool use and problem solving in an embodied artificial agent (i.e. the iCub humanoid robot). A number of recent [5], [6] and forthcoming papers describe our approaches and results in more detail. All the software we develop is publicly available (https://github.com/robotology/poeticon).
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