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In this poster, we present a mechanism for learning, predicting and
imitating ego-noise on a custom robotic platform that we designed and
built in our department. Robot ego-noise is the noise that the robot itself
generates while moving around. We adopted forward and inverse models
[1], [2] as a computational tool for:

1- encoding the dynamics of the motor system of the robot,

2- predicting the effect of self-produced movements on the perceived
noise distinguishing noise and ego-noise (forward models) and,

3- inferring the motor commands needed for reproducing a specific
ego-noise (inverse models).

The models were trained using sensorimotor data gathered by executing a self-exploration behaviour on
the robot, namely random motor babbling. Data consisted of proprioceptive and exteroceptive
information, in addition to motor information. The aim of the training is to learn the mapping between
these different modalities. Proprioceptive data was gathered from speed sensors located on each wheel
of the robot. At time ¢, a sensory state S(t) is encoded by two variables (sensed speed from the left and

right wheels). In the experiments presented here, the inverse model was fed with three sensory states
as inputs: S(t), S(t-1) and S(t-2) , that is with a vector of 6 elements. Exteroceptive data consisted of the

auditory response S(t+7) of a motor command M(t) applied from the initial state S(f). The Auditory
sensory situation S(t+7) was formed as a vector of 12 Mel-frequency Cepstral Coefficients [3] extracted
from an audio chunk of 100ms, recorded from time f to time t+7. Motor information encodes the motor
command applied to each wheel so that at time £, M(f) is represented by two variables. The output of the
inverse models are then two motor commands (a 2 element vector).

The inverse model was implemented as a motor map, an extension of Kohonen'’s Self-Organizing Maps
(SOM). This motor map consists of a SOM of sensory inputs matched with a SOM of motor outputs in
such a way that each input gets associated to the correct motor output [4]. The motor map was trained
with 20000 samples of collected data.

We performed a preliminary experiment on imitating robot ego-noise, which consisted in making the
robot execute a series of predefined motor commands while gathering audio data. Then, the robot had
to reproduce the recorded ego-noise by applying the motor commands generated by the inverse model,
which was fed with the speed of the motors and the previously gathered audio data.

We are currently performing additional experiments and gathering quantitative results in order to
demonstrate the imitative capabilities of the proposed system.
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