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Doctor José Alberto Rosado dos Santos Victor

Doctor Jaime dos Santos Cardoso

Doctor Ana Maria Rodrigues de Sousa Faria de Mendonça

Doctor Alexandre José Malheiro Bernardino
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FUNDAÇÃO PARA A CIÊNCIA E A TECNOLOGIA

Jury

Chairperson: Chairman of the IST Scienti�c Board

Members of the Committee:

Doctor M. Emre Celebi, Professor, University of Central Arkansas, USA

Doctor Mário Alexandre Teles de Figueiredo, Professor Catedrático do Instituto
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Abstract

Melanoma is one of the deadliest forms of cancer. Unfortunately, its incidence rates have been

increasing all over the world. One of the techniques used by dermatologists to diagnose melanomas

is an imaging modality called dermoscopy, in which the skin lesion is inspected using a magni�cation

device and a light source. This makes it possible for the dermatologist to observe subcutaneous

structures that would be invisible otherwise. However, the use of dermoscopy is not straightforward,

requiring years of practice. Moreover, the diagnosis is many times subjective and dif�cult to reproduce.

Therefore, it is necessary to develop automatic methods that will help dermatologists provide more

reliable diagnosis.

The goal of this thesis is to develop methods to automatically diagnose dermoscopy images, using

image processing and pattern recognition methods. The �rst phase of this thesis was the development

of an algorithm to detect pigment network. This is one of the most relevant dermoscopic structures

(according to a dermatologists who collaborated in this work), used for both distinguishing between

the two main categories of skin lesions (melanocytic and non-melanocytic lesions), and for diagnos-

ing melanomas. The proposed algorithm uses a bank of directional �lters to detect the lines of the

network, followed by an analysis of the spatial properties of the network.

The second phase of this thesis focused on the development of computer aided diagnosis (CAD)

systems for melanoma diagnosis, using classical pattern recognition approaches. The proposed

systems perform very well compared to state-of-the-art systems. The most relevant contributions are:

i) a study on the relevance of global features (color, texture, shape, and symmetry), as well as of

the best descriptors to represent each of them; ii) the proposal of local features to try to mimic the

medical analysis and look for relevant dermoscopic cues; iii) the use of color normalization techniques

to make the CAD system independent of the acquisition setup, allowing us to integrate the system in

a telemedicine framework; iv) the study of feature fusion techniques.

A clinically inspired CAD system was developed during the third phase of this thesis. Dermatol-

ogists do not easily accept ”black box” CAD system that do not provide comprehensive information

to justify and validate the automatic diagnosis. This thesis attempted to deal with this problem by

proposing a CAD system that bases its decision on features that have a medical meaning. Moreover,

the system localizes the medical features within the lesion, making it possible for the dermatologist

to validate the output. The main challenge of this approach is the lack of training data with detailed

annotations of both the dermoscopic criteria and their corresponding segmentations. The proposed

system deals with this problem using a probabilistic image annotation algorithm. This algorithm is

trained to detect various dermoscopic criteria using only text labels, without needing detailed seg-

mentations of the criteria. The proposed system is able to justify the diagnosis on medical ground,

being trained with a small amount of text labels that are easier to obtain than segmentations. This is
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the �rst system of its kinds and achieves a very promising performance.

Keywords

Melanoma detection, dermoscopy, computer aided diagnosis system, feature extraction, image

classi�cation, image annotation.
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Resumo

O melanoma da pele é um tipo de cancro muito agressivo, cuja incidência tem vindo a aumentar

em todo o Mundo. O seu diagnóstico pode ser feito recorrendo a uma técnica de imagiologia desig-

nada por dermoscopia, que amplia a lesão e permite observar estruturas subcutâneas. Contudo, a

utilização desta técnica requer um longo treino, sendo o diagnóstico muitas vezes subjetivo e dif�́cil de

reproduzir. Por estes motivos, torna-se necessário desenvolver métodos automáticos de diagnóstico,

que possam ser utilizados pelos dermatologistas.

O trabalho realizado nesta tese tem como objetivo o desenvolvimento de métodos de análise de

imagem e de reconhecimento de padrões para diagnosticar imagens de dermoscopia. Este trabalho

divide-se em três fases. Numa primeira fase foi proposto um algoritmo para a deteção de rede

pigmentar. Esta é uma das estruturas dermoscópicas de referência para os dermatologistas, uma vez

que pode ser utilizada para distinguir as duas categorias principais de lesões da pele (melanoc�́ticas e

não melanoc�́ticas), assim como para diagnosticar melanomas. O algoritmo baseia-se num banco de

�ltros direcionais usado na deteç ão de estruturas lineares, complementado com uma análise espacial

das propriedades da rede.

Na segunda fase do trabalho desenvolveram-se sistemas computorizados de apoio ao diagnóstico

(CAD) para detetar melanomas, utilizando modos clássicos de reconhecimento de padrões. Os sis-

temas desenvolvidos têm um bom desempenho. Destacam-se desta fase as seguintes contribuições

originais: i) foi feito um estudo sobre a importância das caracter�́sticas globais da lesão (cor, textura,

forma e simetria), procurando identi�car os melhores descritores que as representam; ii) foi proposto

o uso de caracter�́sticas locais da imagem como forma de aproximação da análise visual feita pelos

dermatologistas na deteção de estruturas relevantes; iii) foram estudadas técnicas para tornar os

sistema CAD desenvolvidos independentes do equipamento de aquisição, o que lhes permite operar

em redes integradas de cuidados médicos envolvendo diferentes hospitais (telemedicina); iv) foram

estudadas técnicas de fusão de informação.

Na terceira fase do trabalho desenvolveu-se um sistema CAD inspirado na prática cl�́nica. A comu-

nidade médica tem di�culdade em aceitar sistemas do tipo ”caixa preta” que n ão oferecem meios de

compreensão e validação do diagnóstico proposto. Para colmatar este facto, desenvolveu-se um sis-

tema CAD baseado na deteção de caracter�́sticas cl�́nicas, que possibilita também a sua localização

na imagem. Esta abordagem é, geralmente, limitada pela ausência de grandes quantidades de da-

dos de treino com anotações cl�́nicas detalhadas, incluindo a segmentação de cada critério cl�́nico.

Para lidar com este problema, propõe-se um sistema que utiliza métodos de anotação de imagem

baseados em modelos probabil�́sticos de variáveis latentes. O objetivo é detetar diferentes critérios

cl�́nicos a partir de anotações de texto, dispensando, portanto, a segmentação detalhada dos mes-

mos nas imagens de treino. O sistema proposto oferece uma explicação da decisão tomada e é

treinado com recurso a um conjunto modesto de anotações de texto, fáceis de obter. Este sistema
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obtém um bom desempenho, sendo o primeiro a cumprir os objectivos acima enunciados.

Palavras Chave

Deteção de melanomas, dermoscopia, sistemas de apoio ao diagnóstico, extração de carac-

ter�́sticas, classi�caç ão de imagem, anotação de imagem.
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1.1 Motivation

According to the world health organization (WHO) cancer is one of the leading causes of death

worldwide, being the second most important cause of death and morbidity in Europe. WHO estimates

that the number of people diagnosed with cancer will double in the next two decades [66]. Since

cancer mortality can be signi�cantly reduced if the cases are detected and treated during their early

stages, it is of major importance to invest research effort in the development of early cancer detection

strategies.

Melanoma is the deadliest form of skin cancer due to its high potential to metastasize. It ranks in

the ninth position among the most common types of cancer in Europe [66], and approximately 700

new cases are diagnosed each year in Portugal 1. Following the general trend, the incidence rates

of melanoma have been steadily increasing for the past 30 years. Similarly to other cancers, the

survival rate of melanomas in advanced stage is low, but an early diagnosed melanoma can be cured

by a simple excision [9]. These statistics are the reason why so much effort has been put both in

the development of new imaging techniques, that allow a better visualization of skin lesions, and of

automatic means to diagnose melanomas.

Dermoscopy is one of the most popular imaging techniques used by dermatologists. It simultane-

ously allows the magni�cation of skin lesions and the observation of surface and subsurface struc-

tures, which can not be seen by the naked eye [9,102]. Different studies have shown that dermoscopy

signi�cantly increases the diagnosis accuracy of dermatologists ( e.g., [125]). Nonetheless, this tech-

nique can only be ef�ciently used by trained physicians, and the diagnosis is usually subjective and

dif�cult to reproduce, since it relies on the visual acuity of the practitioner [197]. These drawbacks

fostered the research of computer aided diagnosis (CAD) systems that can act as a second opinion

tool and be used by non-experienced dermatologists.

Most of the CAD systems found in literature follow a set of sequential steps: artifact removal, lesion

segmentation, feature extraction and lesion binary classi�cation (benign or malignant) [103, 139].

These systems achieve good performances in experimental conditions, but usually extract features

that do not have medical meaning or that are not easy to explain to physicians [73]. In addition, the

feature extraction procedures are often insuf�ciently described [38], preventing the implementation

of the algorithms by other users. Alternatively, it is possible to develop systems that focus on the

extraction of relevant dermoscopic features, which are the grounds of medical diagnosis. Despite

their proximity with the medical diagnosis and consequent clinical relevance, these systems have

been less explored in literature. Moreover, the proposed methods attempt to detect only one or two

dermoscopic criteria, and usually do not try to diagnose the lesions based on the clinical information.

This thesis proposes new contributions for each of these two kinds of CAD systems.

The work presented in this thesis was done at the Institute for Systems and Robotics, Instituto

Superior Técnico. Part of the described work was done in collaboration with the Faculty of Science of

the University of Porto and the Dermatology Service of Hospital Pedro Hispano, as a member of the

1Source: Liga Portuguesa Contra o Cancro http://ligacontracancro.pt/
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dermatologists when diagnosing skin lesions. This problem was addressed by developing an algo-

rithm for the detection of pigment network using directional �lters.

Melanoma detection was addressed using different strategies. The �rst approach was the devel-

opment of a CAD system based on global features (characterizing the entire lesion). In this case,

different types of features and classi�cation algorithms were tested in a systematic way. The next

step involved the development of CAD systems based on local features (separately characterizing

different regions of the lesion), which were implemented using the bag-of-features (BoF) model. As in

the case of global features, different features and classi�ers were tested. The following contribution

was the proposal of a strategy to deal with multi-source images. In clinical practice it is common to

�nd images that were acquired at several clinical facilities, using different devices and illumination.

This variety among images can lead to poor performances. To tackle this issue, a color constancy

strategy was proposed, in order to normalize the colors of multi-source images. Another contribution

was the investigation of strategies to combine global and local features.

A clinically oriented CAD system can be achieved by mimicking the medical diagnosis and look-

ing for the presence of clinically relevant clues in dermoscopy images. Although clinically inspired

approaches are more challenging to implement, due to dif�culty of detecting subtle medical cues,

and usually lead to worse performances, it is undeniable that they possess important advantages.

They provide not only the diagnosis but also medical information explaining the classi�er's decision.

In other words, the detected medical features can be used to make the output of the system more

clear to dermatologists. This thesis proposes two methodologies to detect medical features. The

�rst method is an algorithm to detect clinically relevant colors in dermoscopy images using Gaussian

mixtures. A major limitation of most clinically inspired methods is that they must be trained using

detailed annotated data, namely segmentations of the different medical features. When this informa-

tion is unavailable, it is very dif�cult to develop methods to detect the medical criteria. This thesis

addresses this issue using an image annotation algorithm that is able to detect several medical cues.

This information is then used to develop a CAD system for melanoma diagnosis.

1.3 Contributions

The following contributions are presented in this thesis:

� An algorithm for the detection of pigment network, using a bank of directional �lters and con-

nected component analysis.

� Development of a CAD system based on a global characterization of the skin lesions. Different

types of features and classi�ers are studied and compared using this approach.

� Development of a CAD system based on a local characterization of the skin lesions, using

the BoF model. Different image sampling strategies, features and classi�ers are tested and

compared.

� Application of color constancy to deal with multi-source dermoscopy images.
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� Development of a CAD system that combines global and local information, as well as different

types of features. Early and late fusion strategies are investigated and compared.

� A method for the detection of clinically relevant colors in dermoscopy images using Gaussian

mixture models.

� Proposal of a strategy to detect multiple clinical criteria, using an image annotation framework.

� Development of a clinically inspired system that uses medically inspired features to diagnose

the skin lesions.
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The work developed in this thesis was partially published in journals, conferences, and book chap-

ters listed below.
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The association between these publications and the thesis chapters is the following:

� Chapter 3 - Detection of pigment network: [a], [h], and [i].
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This section provides basic information about the problem addressed in this thesis, as well as an

overview of different computer aided diagnosis (CAD) systems. It can be skipped if the reader is

acquainted with the problem.

2.1 Skin Lesions

There is a wide variety of skin lesions that can be organized in a hierarchical way [1]1. Figure 2.1

summarizes the hierarchical division of skin lesions. First each lesion is split according to its origin,

i.e., the type of skin cells responsible for its genesis. Melanocytic lesions, like melanoma, develop

from melanocytes, which are the skin cells responsible for the production of a protein pigment called

melanin. Non-melanocytic lesions have origin in other types of skin cells, such as the basal or the

squamous cells. The distinction between the two types of lesions is visually performed, based on

the presence of absence of a set of dermosocopic features, such as pigment network. The next step

involves the identi�cation of the lesion type, i.e., if it is a malignant neoplasm or a benign lesion. If the

lesion belongs to the latter group, it is then classi�ed into one of the different types of skin lesions.

These decisions are also performed based on a set of dermoscopic characteristics. Figure 2.2 shows

examples of the different types of skin lesions.

Skin Lesion 

Melanocytic Non-melanocytic 

Benign Malignant Benign Malignant 

Atypical Typical Dermatofibroma Vascular lesions Melanoma 

Seborrheic Keratosis 

Basal cell carcinoma 

Figure 2.1: Skin lesions classi�cation tree [9].

Non-melanocytic lesions can be divided into benign and malignant neoplasms. Examples of the

former are seborrheic keratosis, vascular lesions and dermato�broma. The malignant neoplasm is

called basal cell carcinoma (BCC). This is the most common type of skin cancer, but due to its slow

development it is considered less dangerous than melanoma [1].

Melanoma is the malignant form of melanocytic lesions. This lesion grows faster than BCC, show-

ing a high capacity to invade tissues and metastatize to other organs. Its is desirable to detect

melanoma in an early stage, when it is still located in the epidermis. This stage is called melanoma in

situ. If the melanoma is still contained within the epidermis, it has no contact with the deeper layers

of the skin and with the vascular plexus (blood �ow). This means that it has not yet metastasized and

that a simple excision is enough to entirely remove it. Early stage melanomas usually show an irreg-

ular shape and several colors, as well as outlined macules or slightly elevated plaques. On the other

1A good introduction to dermoscopy can be found in [9].
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Figure 2.2: Examples of non-melanocytic (1st row) and melanocytic (2nd row) lesions. The lesions are a BCC

(1st row, 1st column), a seborrheic keratosis (1st row, 2nd column), and melanoma (2nd row, 1st column), and a

benign nevi (2nd row, 2nd column) [9].

hand, invasive melanomas can be papular or nodular, ulcerated and with a coloration that ranges from

brown to black, showing also regions of red, white or blue [1].

The remaining melanocytic lesions are divided into typical and atypical lesions. Typical pigmented

skin lesions can be acquired or appear at birth (congenital nevi). The genesis of typical lesions occurs

in the different layers of the skin, namely on the dermis (deeper layer of the skin), the dermoepidermal

junction or on both (compound nevus). Depending on its origin, the lesion will exhibit a speci�c

coloration as well as certain dermoscopic structures [2].

Atypical nevi are irregular pigmented skin lesions. They can be distinguished from benign nevi

since they are usually larger, have an irregular and indistinct border, exhibit a mixture of colors and

an irregular shape. This type of lesions can be precursors to malignant melanoma. Therefore, it is

important to monitor them for any changes in size and color [2].

Despite looking simple, the distinction between melanomas and other skin lesions is not an easy

task. This malignant lesion can be incorrectly diagnosed as another type of lesion, which leads to

a life threatening false negative. This happens because melanoma often mimics the appearance of

other skin lesions, even of lesions that are not melanocytic [9]. In case of uncertainty, dermatologists

usually decide to perform and histological exam, which is the only way to identify melanomas without

doubt. However, an histological exam usually causes a permanent scar, which is very unpleasant.

Moreover, histological exams are expensive and are not suitable to be performed when the patient

has too many lesion. CAD systems can be used to overcome this problem, since they work as a

second opinion tool [85].
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2.2 Medical Diagnosis

This section summarizes the image acquisition methods as well as the medical procedures used

to diagnose melanomas.

2.2.1 Skin Lesion Imaging Techniques - Dermoscopy

Several image acquisition techniques have been reported for skin lesion inspection. A very com-

mon method used for lesion documentation and follow up are clinical images. These images are

usually acquired using commercial digital cameras and reproduce what the clinician sees with the

naked eye [53]. However, this method renders images with poor resolution and does not allow a

deeper inspection of the lesion, which is useful to measure the progress of the disease [115, 175].

Other imaging methods, such as computerize tomography (CT) [178], positron emission tomography

(PET) using �udeoxyglucose [144], and magnetic resonance imaging (MRI) [48] are also used to

diagnose skin lesions. However, these methods are more suitable to stage the neoplasms and to

assess the degree of tissue invasion.

As stated in Section 2.1 it is desirable to diagnose melanoma in its early stage, while it is still

in situ. Among the aforementioned techniques, the most appropriate for this task is the acquisition

of clinical images. However, due to its poor resolution it might not provide suf�cient information for a

correct diagnosis. Dermoscopy or epuliminescence microscopy was proposed to tackle this drawback.

This is a non-invasive inspection technique that allows the visualization of a variety of patterns and

structures in skin lesions, which are not discernible to the naked eye [9].

The �rst step of dermoscopy is to place mineral oil, alcohol or even water on the surface of the

lesion. These �uids make epidermis more transparent to light and eliminate part of the surface re-

�ection. After placing the �uid, the lesion is inspected using a dermatoscope, a stereomicroscope,

a camera or a digital imaging system [9]. Depending on the instrument used, the magni�cation of a

given lesion ranges from 6x to 40x and even up to 100x. With the magni�cation, pigmented structures

within the epidermis, dermoepidermal junction and super�cial dermis become visible. These struc-

tures are then used to not only distinguish between melanocytic and non-melanocytic lesions, but

also to diagnose the lesions as benign or malignant (recall Figure 2.1). Nowadays there are different

dermoscopy devices, which render different degrees of magni�cation. The traditional dermatoscope

is shown in Figure 2.3a). Some health facilities are also equipped with a digital imaging system (see

Figure 2.3b)), which allows the acquisition of digital images (see the examples of Figure 2.4).

Several studies have demonstrated that dermoscopy analysis improves the accuracy of melanoma

detection by dermatologists by 10-27%, when compared with a naked eye analysis [125]. However,

this technique's performance is highly dependent on the expertise of the dermatologist and even

trained users can be lured in some particular cases of melanomas that have no characteristic der-

moscopy �ndings [9].

Figure 2.4 illustrates different examples of dermoscopy images. The reader is now asked to try to

diagnose the lesions based on their looks and colors. After a �rst guess, please turn the page and
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a) Dermatoscope b) Videodermatoscope

Figure 2.3: Examples of inspection devices [9].

Figure 2.4: Dermoscopy images of melanocytic lesions. Try to guess the diagnose and then see the results in

the following page.

see Figure 2.5. It is quite probable that not all your guesses were correct. A lesion might look ”bad”

and dangerous and be a benign nevi, while other types of lesions can show a regular aspect and be

melanomas.

2.2.2 Melanoma Diagnosis - Medical Procedures

Dermatologists use certain criteria to distinguish between melanocytic and non-melanocytic le-

sions, and to perform the �nal diagnosis (benign or malignant). Some of these criteria are related with

the set of dermoscopic structures and colors that are observed in the dermoscopy image of the lesion

The �rst method proposed by dermatologists to diagnose skin lesions is called pattern analysis

(proposed in 1987 by Pehamberger et al. [141]). This method assumes that there are a set of patterns,

also called global features, that can be found in each type of skin lesions. A speci�c pattern is

characterized by one or more dermoscopic structures (local features) that can cover parts or the

entire lesion. The patterns considered and their usual aspects are the following:

� Reticular pattern - characterized by a pigment network that covers most parts of the lesion.

This is the most common pattern in melanocytic lesions.
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Figure 2.5: Diagnosis of images in Figure 2.4: Red - Melanomas and Green - Benign Lesions.

� Globular pattern - characterized by the presence of numerous oval structures, called dots and

globules, with different colors and sizes.

� Cobblestone pattern - similar to the globular pattern but the globules are closely aggregated.

� Starburst pattern - characterized by the existence of pigmented streaks in a radial arrangement

localized at the periphery of the lesion.

� Homogeneous pattern - diffuse pigmentation, usually brown, blue-gray, gray-black or reddish-

black.

� Parallel pattern - characterized by pigmented lines that appear in a parallel organization. This

pattern is speci�c of acral regions (palms and soles).

� Multicomponent pattern - combination of three or more dermoscopic structures. The presence

of this pattern is usually a signal of melanoma.

Both melanocytic and non-melanocytic lesions can be identi�ed and diagnosed using pattern anal-

ysis. The �nal decision as malignant or benign usually depends not only on the number of dermo-

scopic structures (recall the relation between the multicomponent pattern and melanoma), but also

on the shape of the structures that form the pattern. Dermoscopic structures can show a typical or

atypical structure, the later being connected with malignant lesions. Pattern analysis has been shown

to increase the rate of correct decisions made by dermatologists. However, the assessment of the

local dermoscopic structures and consequent pattern characterization is subjective and lacks repro-

ducibility. To tackle this issue more constrained algorithms have been proposed. These algorithms

require a prior classi�cation of the lesion as melanocytic or non-melanocytic, which is achieved using

Table 2.1 [9].

The ABCD rule of dermoscopy (1994) [182] is a procedure that assesses four different charac-

teristics of the lesions: (A)symmetry, (B)order, number of (C)olors, and number of (D)ermoscopic

structures. Each of these characteristics is quantitatively scored based on speci�c criteria (see Table

2.2 for a summary of the criteria). Then, the scores are weighted according to the values of Table 2.2

and a total dermoscopy score (TDS) is computed using (2.1).

T DS = 1 :3Ascore + 0 :1Bscore + 0 :5Cscore + 0 :5D score (2.1)
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Table 2.1: Melanocytic algorithm [9]

Step Dermoscopic Criteria Type of Lesion

I

Pigment network

Melanocytic

Brown to black dots/globules

Streaks

Homogeneous blue pigmentation

Parallel pattern (palms and soles)

II
Milia-like cysts

Seborrheic keratosis
Comedo-like openings

III

Leaf-like areas

Basal cell carcinomaArborizing vessels

Irregular gray-blue globules and blotches

IV
Red lacunas

Vascular lesion
Red-bluish to red-black homogeneous areas

V Central white patch (surrounded by delicate pigment network) Dermato�broma

VI None of the above criteria Melanocytic

Table 2.2: ABCD rule of dermoscopy [182]

Criterion Description Score Weight

Asymmetry In 0,1 or 2 axes; assess not only contour, but

also colors and structures.

0-2 1.3

Border Abrupt ending of pigment pattern at the pe-

riphery, in 0-8 segments.

0-8 0.1

Color Presence of up to 6 colors 1-6 (white,

red, light-brown, dark-brown, blue-gray and

black).

1-6 0.5

Dermoscopic

Structures

Presence of network, structureless or homo-

geneous areas,streaks, dots and globules.

1-5 0.5

The �nal diagnosis is made based on the value of the TDS. A lesion is diagnosed as melanoma if

the TDS is higher than 5.45 and is considered suspicious if its TDS is in the range 4.8-5.45. Figure

2.6 exempli�es the ABCD rule on two different lesions.

An alternative to the ABCD rule is the 7-point checklist method (1998) [7]. This procedure re-

quires the identi�cation of 7 atypical local features, usually associated with melanoma. These der-

moscopic structures are divided into two classes: major and minor criteria, based on their correlation

with a melanoma diagnosis. If any of the criteria is present in the lesion it will receive a score, as

show in Table 2.3. In the end, the individual scores are summed up and a total score is computed for

the lesion. If the value is above 3 the lesion will be diagnosed as melanoma. Figure 2.7 exempli�es

the 7-point Checklist method.
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A = 0 x 1.3 = 0; A = 2 x 1.3 = 2.6;

B = 8x 0.1 = 0.8; B = 5 x 0.1 = 0.5;

C = 2 [light-brown, dark-brown] x 0.5= 1; 4 [light/dark-brown, blue-gray, black, white] x 0.5 = 2;

D = 2 [network, globules] x 0.5 = 1; 4 [homogeneous areas, streaks, dots, globules] x 0.5 = 2;

TDS = 2.8 TDS = 7.1

a) Benign Lesion b) Melanoma

Figure 2.6: Examples of the ABCD rule (adapted from [9]).

Table 2.3: 7 point-checklist: criterion and scores [7]

Local Features Score

Major Criteria

1.Atypical Pigment Network 2

2.Blue-Whitish Veil 2

3.Atypical Vascular Pattern 2

Minor Criteria

4.Irregular Streaks 1

5.Irregular pigmentation 1

6.Irregular dots/globules 1

7.Regression structures 1

7-point score = 1 7-point score = 7

a) Benign Lesion b) Melanoma

Figure 2.7: Examples of the 7-point checklist [9].
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2.3 CAD Systems

The diagnosis of melanomas using dermoscopy images is a challenging task. Even with the use

of medical algorithms such as ABCD rule and 7-point checklist, it is not always easy to discriminate

melanoma from other types of skin lesions. This decreases the sensitivity of dermatologists and in-

creases the number of unnecessary histological exams, since this is the only way to correctly diagnose

the lesions [9]. A reason for resorting to a histological exam may be related with the inexperience of

the dermatologist when working with dermoscopic images [24]. Furthermore, different dermatologists

may disagree on their diagnosis of the skin lesions. This happens because the assessment of the

different dermoscopic criteria is based on the visual acuity and the experience of the expert.

The previous drawbacks fostered the requirement of automated systems for the diagnosis of

melanomas. A CAD system possesses different assets that can be helpful for dermatologists. First,

the diagnosis will not depend on the person who is using it at the time, thus the diagnosis will be

reproducible. Then, it can be used to follow up a certain lesion. Finally, the system can be used by

both experienced and non-experienced dermatologists, working as a second opinion tool or a learning

device.

Several CAD systems have been proposed for melanoma detection [103,121,139]. These systems

have generic sequence of steps: image preprocessing, lesion segmentation, feature extraction and

classi�cation.

i) Preprocessing: Image preprocessing is a required step to deal with images that do not have

the optimal quality to be analyzed. This lack of quality can be related with the presence of artifacts

that can negatively in�uence the performance of the subsequent algorithms. The commonly removed

artifacts are re�ections, skin hairs, and ruler marking. Another important aspect to be considered

is color normalization. Dermoscopy images can be acquired using different devices and illumination

conditions, rendering non-reliable color information. Therefore, it is important to prevent this issue by

including a color correction step in the preprocessing phase.

ii) Lesion segmentation: This is a challenging task that has been thoroughly investigated in litera-

ture [36,40, 174]. The great variety of lesion shapes, sizes, and colors as well as different skin types

and textures do not make it easy to develop a robust segmentation algorithm. A correct segmentation

is a necessary step to achieve a correct extraction of features and consequent lesion characterization.

To prevent misclassi�cation due to incorrect segmentation, several CAD systems are semi-automatic,

using manual segmentations performed by experts, instead of automatic ones.

iii) Feature Extraction: Similarly to what dermatologists do to classify skins lesions, in a CAD

system it is also necessary to extract information that characterizes the lesions. Several features have

already been used to describe skin lesions [121]. The type of features used in this block can be divided

into two different classes: classical image analysis features and clinically inspired features [38, 103].

This division leads to the separation of CAD systems in two classes as well: pattern recognition CAD

systems and clinically inspired ones. The features used in each case as well as the grounds for their

selection will be addressed in the following subsections.
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iv) Lesion classi�cation: This is the last step of the CAD system. This task is accomplished by

means of classi�cation algorithms. Different algorithms have been tested so far, with a signi�cant

preference to arti�cial neural networks (ANN), support vector machines (SVM), decision trees, and

k-nearest neighbor (kNN) [103, 121, 139]. Sometimes an intermediate step of feature selection is

performed before lesion classi�cation. The goal of this block is to reduce the size of the feature vector

by eliminating irrelevant and/or redundant features.

A main downside of these CAD systems is that most of them were developed to work only

with melanocytic lesions and are not able to perform the distinction between melanocytic and non-

melanocytic lesions. This suggests that these systems might fail or not be able to classify non-

melanocytic lesions. The problem of distinguishing between melanocytic and non-melanocytic le-

sions has been scarcely addressed in literature. Notable exceptions are the CAD system proposed

by Iyatomi et al. [89] that distinguishes between melanocytic and non-melanocytic lesions, and the

one proposed in [171], where a four class classi�cation, which includes non melanocytic lesions, is

performed.

The following subsections give additional details about the kind of features extracted in each type

of CAD system, as well as an overview of the state-of-the-art.

2.3.1 Pattern Recognition CAD systems

The majority of CAD systems found in literature belong to this group. They are usually inspired by

the ABCD rule (recall Table 2.2) and try to extract features that can be related to the four criteria of

this rule. Thus, the commonly extracted types of features are [103,121]:

� Asymmetry features: metrics are computed to evaluate the degree of asymmetry of the lesion,

with respect to its shape, color, and texture.

� Shape features: these features try to describe the general shape of the lesion, using attributes

such as the area, perimeter, and circularity index. Shape features are associated with the

characterization of the lesion's border, thus it is also common to include other features, such as

the fractal dimension and the irregularity index.

� Color features: describe the color properties inside the lesion. Different features can be used

in this case, such as statistical descriptors (mean, standard deviation, skewness, entropy, etc),

color histograms, and chromatic differences. Multiple color spaces are usually used to extract

the previous features (e.g., RGB, HSV, L*a*b*).

� Texture features: the goal of these features is to characterize the dermoscopic structures.

Some of the most popular features are the gray level co-occurence matrix (GLCM) [84] and the

associated statistics, as well as Gabor �lters [10].

Table 2.4 summarizes the performance of a subset of relevant CAD systems. These methods can

achieve very promising results. However, dermatologists do not easily accept them, since they do not

provide comprehensive clinical information that can be used to understand why the system classi�es
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a lesion as benign or malign [52, 59]. This happens because the used features are expressed in

numerical values and it is dif�cult to correlate them with the dermoscopic criteria used by physicians.

Two notorious examples of this situation are the use of abstract texture descriptors to represent der-

moscopic structures, instead of detecting the actual structure, and the use of abstract color features to

mimic color analysis, while dermatologists count the number of colors. In addition, the data sets used

in the studies are not the same and the feature extraction processes are usually poorly described,

preventing a fair comparison between different systems.

Table 2.4: Performance of pattern recognition CAD systems. Works identi�ed with ”*” only report accuracy

values.

Classi�cation Algorithm Reference Sensitivity Speci�city #Images/#Melanomas

ANN

[151] 94.3% 93.8% 500/200

[90] 85.9% 86.0% 1258/198

[129] 67.5% 80.5% 180/72

[154] 78.4% 95.7% 98/51

SVM
[38] 92.3% 93.3% 564/88

[148] 72.4%* 358/134

kNN
[31] 98.0% 79.0% 1081/423

[148] 62.9%* 358/134

[154] 70.2% 76.5% 98/51

AdaBoost
[128] 92.0% 70.0% 152/42

[33] 90.0% 77.0% 655/511

2.3.2 Clinically Inspired CAD systems

To overcome the lack of clinical information in CAD systems, some research groups have tried

to replace the abstract computer vision features by detectors of dermoscopic criteria. The detected

criteria are then used to mimic the dermatologist's procedure and diagnose the lesion based on clinical

grounds. This means that image processing techniques and/or pattern recognition approaches are

used to identify the dermoscopic criteria, extract them and, if required, try to assess if they are typical

or atypical. Finally, this information is used to classify the lesion as melanoma or benign. However,

the development of clinically inspired system is a much harder task and the results achieved so far

are very incomplete.

The proposed descriptors are inspired in the diagnosis methods described in Section 2.2.2. Some

works focus on the detection of the global patterns (e.g., reticular, globular [9]), using approaches such

as texture analysis [183], hidden Markov models [167], and Gaussian mixtures [160]. The detection of

the patterns is usually followed by a diagnosis of the lesion as melanoma or benign, as in the pattern

analysis method.

Another approach consists of detecting criteria that are related with the ABCD rule, 7-point check-

list, or both. The developed methods often focus on color criteria, such as the development of color
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models to identify clinically relevant colors and quantify them (as in the ABCD rule), or the devel-

opment of algorithms to detect melanoma related color structures. Examples of the later are the

blue-whitish veil [37,56] and regression areas [56], which are used both in the ABCD rule and 7-point

checklist. Other commonly detected criteria are pigment network [158], dots [202], and streaks [155],

all of which are considered in the ABCD and 7-point checklist. The detection of these structures has

to be followed by their characterization as typical or atypical, which is a challenging task.

Table 2.5 summarizes the most relevant works in this �eld. Clinically inspired CAD systems are

signi�cantly more dif�cult to implement than the ones based on pattern recognition, due to the multi-

tude of criteria that have to be detected and analyzed. In addition they often require a very detailed

annotation and segmentation of the images with clinical information, which is very dif�cult to obtain.

The detection of the criteria is an intermediate step, where it is necessary to provide reliable outputs,

such that a �nal diagnosis can be performed. Therefore, several works only focus on the detection

of reliable clinical information, without distinguishing between melanoma and benign lesions. In Table

2.5 these works are differentiated from those that propose a �nal CAD system.

Table 2.5: Clinically inspired CAD systems. Systems identi�ed with an ” a ” use the detected criteria to diagnose

melanomas.

Dermoscopic Criteria Reference

Global pattern [127,156,167,183], [3,91,160]a

Color identi�cation/quantization [123,142,165], [41,112,161,164]a

Pigment network [6,11,70,79,138,158,173,196], [23,57]a

Dots/globules [54,70,202]

Streaks [131,155,157], [57]a

Blue-whitish veil [56,119,120], [37,57]a

Regression structures [54,56,181], [49,57]a

Hypopigmentation [54], [49]a

Blotches [117,133,142,180]

Table 2.5 provides relevant information. There is a signi�cant difference in the number of works

that deal with global patterns and those that deal with local criteria. It is also clear that there are

patterns and structures that are preferred by the research community, namely colors and pigment

network. Most of the works attempt to detect only one dermoscopic criteria, which shows that this

is a challenging problem. Finally, it is interesting that most of the studies shown in the table refer to

the detection of dermoscopic criteria, but do not proceed to the task of melanoma diagnosis. This

evidences the dif�culty of developing a CAD system based on this type of features.

2.4 Databases

Most of the CAD systems proposed in literature are trained and tested using dermoscopic databases

that are acquired at one or more hospitals. Each research group tends to use its own dataset, which
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differ in size, number of melanomas (recall Table 2.4), and acquisition setups. Moreover, most of these

datasets are not publicly available. This does not allow a direct comparison between approaches,

which is required to understand the value of each method.

There are some groups who use large commercial datasets that come as support material for

dermoscopy atlas (e.g., EDRA [9], which is used in parts of this thesis). The use of these databases

reduces the variability between systems, since they are trained using approximately the same set of

images. Another main advantage is that commercial databases usually come with medical informa-

tion, such as the diagnosis and the evaluation of the lesion using the medical criteria described in

2.2.2. However, commercial databases can be expensive and dif�cult to obtain.

To the best of our knowledge, the �rst publicly available dataset of dermoscopy images (called PH 2

- Pedro Hispano hospital) was released by the team of ADDI/FCT project in which we participated
2. Besides the dermoscopy images and their diagnosis, PH2 provides medical segmentations for

the lesions as well as information regarding the presence or absence of relevant medical criteria.

Moreover, different groups can download it and compare their the results with the ones obtained

using different approaches. PH2 is used to train and test most of the systems described in this thesis.

It is desired that PH2 can be used for a fair comparison between different systems and that is why it

is adopted in most of this work.

Recently a new dataset has been made available for the research community by the international

skin imaging collaboration (ISIC). This dataset was released as part of a 2016 conference challenge

and contains 900 images for training (173 melanomas) and 379 images for testing (75 melanomas)

[82].

2.5 Conclusions

This chapter provided a general overview of the problem addressed in this thesis. It can be divided

into two main parts: i) medical knowledge about skin lesions; and ii) an overview overview of the state-

of-the-art in dermoscopy image analysis.

The �rst part started by describing the hierarchical tree that dermatologists follow whenever they

diagnose a skin lesion. Then, the methodologies used to inspect skin lesions were presented, with a

special emphasis given to dermoscopy, since this is the imaging method investigated in this thesis. Fi-

nally, the different methods used by dermatologists to diagnose dermoscopy images were presented:

pattern analysis, ABCD rule, and 7-point checklist.

In the second part, the major limitations of dermoscopy were pointed out, namely the subjectivity

of the method, its pitfalls, and the need for trained experts. These problems are the grounds for

the proposal of CAD systems for melanoma diagnosis. As described in this chapter, CAD systems

follow a generic sequence of steps: i) preprocessing; ii) lesion segmentation; iii) feature extraction;

and iv) lesion classi�cation. The kind of features extracted during the third step make it possible

to distinguish between two classes of CAD systems: i) pattern recognition CAD systems, when the

2Project web page http://www.fc.up.pt/addi/.
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extracted features are traditional image analysis features; or ii) clinically inspired CAD systems, when

the extracted features have a medical meaning and can be associated with dermoscopic cues. Pros

and cons have been identi�ed for both systems. Pattern recognition ones achieve promising results,

but are not easily accepted by the medical community due to their lack of comprehensible information.

Moreover, they are dif�cult to reproduce due to dataset changes and lack of detailed information

regarding the feature extraction process. Clinically inspired systems provide medical information,

making them desirable for the medical community, but are much harder to implement. They not only

require the detection of a multitude of criteria, but also a detailed annotation of the images with clinical

information, which is not easy to obtain. Moreover, few clinically inspired systems actually perform

melanoma diagnosis and usually detect only one criterion.
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3.1 Motivation

Pigment Network is one of the most important dermoscopic structures. Its presence as well as

its shape (typical or atypical) are accounted in the process of lesion diagnosis, both in the distinction

between melanocytic and non-melanocytic lesions, and in the identi�cation of melanoma [8].

This dermoscopic structured is considered to be the hallmark of melanocytic lesions [9]. To under-

stand the relation between melanocytic lesions and pigment network, it is necessary to know more

about its origin. Human skin has two signi�cant layers: the super�cial layer called epidermis and the

inner layer called dermis. Melanocytes, which are the cells responsible for the production of melanin

pigment, can be found in the basal layer of epidermis, next to the dermoepidermal junction.

An analysis of the structure of epidermis shows that it can be compared to a set of connected

ridges, separated by valleys. The melanin produced by the melanocytes tends to locate preferentially

on the top of the ridges, being closer to the skin surface. Melanin can also be found on the valleys,

but in signi�cantly lower concentrations [1]. When a skin lesion is inspected from above, as happens

in the case of dermoscopy, the set of connected ridges with high concentrations of melanin seems

to form a dark grid pattern, while the valleys with a lower concentration of melanin can be compared

to light holes. Combined, they form the structure called pigment network, which can be described as

a grid of thin brown lines over a diffuse light brown background. Based on the previous analysis it

is possible to understand the relation between pigment network and melanocytic lesions. Figure 3.1

shows two examples of pigment network.

Figure 3.1: Examples of pigment network.

Pigment network is assessed in all the medical procedures (recall Section 2.2.2). During the appli-

cation of the ABCD rule (Table 2.2) [182] it is necessary to look for the presence of this structure. On

7-point checklist (Table 2.3) [7], pigment network as well as its shape are considered, receiving one

of the major scores if it is atypical. Finally, on the pattern analysis method, pigment network is con-

sidered as the element of the reticular pattern [141]. The main reason behind the choice of pigment

network as a relevant dermoscopic feature is, as before, related with the distribution of melanocytes

on the epidermis.

Melanoma results from an abnormal proliferation of mutated melanocytes that can vary in size

and amount of produced melanin. These malignant melanocytes have the ability to move freely and
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to multiply themselves, disrupting the normal structure of epidermis [1]. The abnormal multiplication

of melanocytes causes a thickening in some of the ridges of epidermis, consequently leading to a

thickening of the grid of pigment network. Furthermore, the increased production of melanin leads

to a darkening of the network. Thickened and darker grid lines, as well as an irregular distribution

throughout the lesion are the characteristics of an atypical pigment network [9]. Thus, an atypical

network is usually a good identi�er of melanoma.

It is important to develop strategies not only to detect pigment network, which can help in the au-

tomatic decision between melanocytic and non-melanocytic, but also to develop methods to analyze

the shape of the network in order to identify the presence of atypical network. The last aspect can be

of help in the process of identifying melanoma. The former has been scarcely addressed in literature

and it is a missing task in most CAD systems.

3.2 Related Work

One of the �rst methods to detect pigment network was proposed by Fleming et al. [70]. Their

approach consists of applying the �rst and second derivatives to the gray-scale dermoscopy image in

order to detect the pixels that belong to the lines of pigment network. A pixel is considered active if

its �rst derivative is close to zero and the second derivative has a high value. The second derivative

is also used to link the pixels and to obtain the �nal mesh, since it provides information about the

orientation and proximity between pixels. A different way to link the pixels was proposed by Grana et

al. [79]. Instead of using the second derivative, they apply morphological masks.

Some of the approaches apply a �ltering technique to characterize or highlight certain aspects of

pigment network. Anantha et al. [6] divide each lesion into small patches and compute the responses

of the patches to Laws' energy masks. This information is then used to classify each patch as pigment

network or not. Betta et al. [23] combine two different �lters to detect pigment network. First, they

apply a median �lter to a gray level image and remove isolated points using a morphological operation.

Then, they apply a high-pass �lter in the Fourier domain to exclude any slowly modulating frequencies.

The outputs of both �lters are combined in the end to obtain a mask that shows the holes of pigment

network. Di Leo et al. [57] extended the previous approach to the identi�cation of atypical pigment

network. To achieve this goal they compute different features over the holes mask, such as topological

information. Sadeghi et al. [158] also detect the holes of pigment network. To highlight the holes they

apply a Laplacian of Gaussian �lter. Then, they transform the �ltered image into a set of graphs and

search for those graphs that are cyclic, since these are assumed to be candidates of pigment network.

The �nal identi�cation is performed using a density ratio metric that compares the number of graph

edges with its vertices and the area of the whole lesion. An extension of this work was proposed in

order to characterize the network as typical or atypical.

Another strategy for the detection of pigment network is the use of supervised machine learning

techniques [160, 167, 196]. An example is the work of Wighton et al. [196], where each pixel in the

dermoscopic image can be classi�ed as background, when its outside the lesion, present (pigment
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network) or absent. To describe the pixels they used Gaussian and Laplacian �lter sets.

This thesis presents a different approach to detect pigment network using a bank of directional

�lters. This step provides the user with a mask of the network as well as the identi�cation of its

location within the lesion. Then, the lesion is classi�ed as with or without pigment network, using a

trained classi�er. Another contribution is the validation of the detected network regions against those

identi�ed by an expert 1. Related works only provide scores for the classi�cation task. Usually, they do

not show the location of the detected network, and do not compare it with ground truths provided by

the experts. Thus, the output of the algorithm as well as its validation make it unique, when compared

with other works.

It is important to stress that the goal of this chapter is to aid in the distinction between melanocytic

and non-melanocytic lesions. Thus, the distinction between typical and atypical network is not con-

sidered.

3.3 Proposed Method

The proposed method comprises three blocks, as shown in Figure 3.2.

Figure 3.2: Overview of the pigment network detection system.

The �rst block performs a pre-processing on the given dermoscopy image. The color image is con-

verted into a gray scale image and two types of artifacts are removed in this step: hair and re�ections

caused by the dermoscopic gel. These artifacts must be removed or attenuated prior to the detection

of pigment network since they might occlude part of the reticular pattern or create spurious structures

in the output image. Different methodologies have been used to convert the RGB dermoscopy im-

ages into gray scale (e.g., [159]). Silveira et al. [174] found out that a simple and ef�cient strategy to

convert dermoscopy images is to select the RGB channel with the highest entropy value. According

1The ground truth was kindly provided by Dr. Jorge Rozeira.
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to the �ndings in [174], the highest entropy channel is the one that usually performs best in the lesion

segmentation task. Therefore, this approach will be used in this work.

In the second block, regions with pigment network are detected using two of its distinctive prop-

erties: intensity (i.e., the transitions between the dark lines and the lighter ”holes”) and geometry or

spatial organization (it is assumed that the lines of pigment network form connected structures). The

intensity property will be used to perform an enhancement of the network by applying a bank of direc-

tional �lters, while the spatial organization will be used to perform the actual detection and generation

of a binary net-mask.

The �nal block aims to assign a binary label to each image: with or without pigment network. To

accomplish this objective, features which characterize the topology of the detected regions in a given

image are extracted and used to train a classi�er, namely AdaBoost [72].

Figure 3.3 shows the output of each processing block in the case of a melanocytic skin lesion with

pigment network.

Figure 3.3: Outputs of the proposed system: a) Original image; b) Output of the pre-processing block; c) Output

of the pigment network detection block and d) Output of the lesion classi�cation block. Image from [16]

3.4 Directional Filters

The lines of pigment network can be seen as linear strokes, with different orientations. Therefore,

directional �lters can be used to enhance them. In this thesis, a bank of directional �lter was designed

for this purpose. These �lters are inspired both on the concept of 2D Gabor �lters [51], which simulate

the behavior of the simple cells of receptive �elds (cells that respond to a line or edge of a certain

orientation, called directional cells) [97], and on the principle of matched �ltering which determines

that, in order to detect the presence of a known structure in an image with additive Gaussian noise,

the optimal solution consists of �ltering the image with a linear �lter that has a mask equal to the
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structure to be detected [189].

Since the lines of pigment network not only have an unknown direction but may appear in a der-

moscopy image with several orientations as well, a bank of directional �lters is adopted. The �lter

bank consists of N + 1 �lters, each one of them tuned to a speci�c orientation � i 2 [0; � ], i = 0 ; :::; N .

The impulse response h� i of each one has a linear shape, inspired by the lines of pigment network,

and is given by

h� i (x; y) = G1(x; y) � G2(x; y) ; (3.1)

where Gk is a Gaussian �lter:

Gk (x; y) = Ck expf�
x02

2� 2
x k

�
y02

2� 2
yk

g; k = 1 ; 2: (3.2)

In (3.2) Ck is a normalization constant and the values of (x0; y0) are related with (x; y) by a rotation

of amplitude � i .

x0 = x cos� i + y sin � i (3.3a)

y0 = y cos� i � x sin � i : (3.3b)

The values for the parameters � x k and � yk are chosen in such a way that the second �lter is

highly directional and the �rst one is less directional or even isotropic. A difference of Gaussians was

chosen since it allows a good enhancement of directional structures while removing the effect of the

background.

The image I is �ltered by each directional �lter. The output of the i � th directional �lter is given

by the following convolution

I i (x; y) = h� i (x; y) � I (x; y) : (3.4)

To combine the output of the N + 1 directional �lters, a selection of the maximum output at each

pixel (x; y) is performed

J (x; y) = max
i

I i (x; y) : (3.5)

Figure 3.4 summarizes the directional �lters bank.

3.5 Removal of Image Artifacts

The dermoscopy images used in computer-aided diagnosis often display artifacts such as skin

hairs or re�ections produced during the acquisition process. These artifacts may interfere with many

computational procedures required for accurate diagnosis, such as border detection and dermoscopic

criteria extraction. Therefore, a preprocessing step in which these artifacts are detected and removed

is required in order to ensure that the results obtained by any algorithm are not compromised. The

algorithms described in this section will also be used in all the remaining chapters.
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Figure 3.4: Directional Filters Bank.

Re�ection Detection: Re�ection artifacts appear in dermoscopy images during the acquisition

process. The method used for their detection is a simple thresholding algorithm. It is assumed

that a pixel (x; y) is classi�ed as a re�ection artifact if its intensity is high and higher than the

average intensity I avg (x; y) of its neighbors. This statement is summarized in the following

condition

f (x; y) : I (x; y) > T R 1 ^ I (x; y) � I avg (x; y) > T R 2g; (3.6)

where I is the gray level image, I avg is the average intensity in a local neighborhood of the pixel

and TR 1 = 0 :7, TR 2 = 0 :098 are threshold values, which were experimentally obtained. These

values were de�ned for images with intensity in the range [0; 1]. I avg is computed using a local

mean �lter with dimensions 11� 11.

Hair Detection: Hair artifacts are highly directional structures with a linear shape that can occlude

parts of the lesion. These have a shape similar to a stroke of the pigment network. Therefore, a

similar approach can be used to detect both of them. The hair detection algorithm uses a bank

of N = 64 directional �lters (recall Section 3.4) to perform the detection. The �lter parameters

were experimentally obtained and are given by: � x 1 = 20, � y1 = 6 , � x 2 = 20, and � y2 = 0 :5. The

mask of the �lters have a dimension of 41 � 41. These values are suitable for images with an

average resolution of 573� 765. After �ltering the gray level image I , a threshold is applied to

the output J . If J (x; y) exceeds a threshold TH = 0 :06 it is classi�ed as hair.

The gaps that appear after removing the artifacts are �lled using a partial differential equation-

based interpolation, also known as inpaiting [22]. This operation �lls the unknown regions using

information of their neighborhood. Examples of preprocessed images can be seen in Figure 3.5.

3.6 Detection of Pigment Network

Pigment network has two main characteristics. First, there is a signi�cant color difference between

the darker lines and lighter holes. Second, the lines of the network form a linked structure [9]. These
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Figure 3.5: Examples of the preprocessing process: original (left); gray level image after artifact detection and

removal (mid); output of the preprocessing block, after applying the inpaiting step (right). Images from [16]

two aspects can be used to distinguish pigment network from other dermoscopic structures. The

proposed method makes use of both properties, in order to extract a net-mask that highlights pigment

network regions.

The �rst step of the method consists of enhancing the lines of pigment network, by increasing the

contrast between them and the background. This task is performed using the bank of directional �lters

described in Section 3.4, with the following empirically determined parameters: � x 1 = 40, � y1 = 40,

� x 2 = 3 , and � y2 = 0 :5. The size of the masks are 11 � 11 and N = 9 directional �lters are used.

These values were obtained for images with an average resolution of 573� 765. Then, the output

of the directional �lters is thresholded in order to �nd the candidate pixels that belong to pigment

network.

The second step makes use of the geometrical properties of pigment network, namely it is as-

sumed that pigment network consists of a set of connected lines. The connectivity between pixels

can be identi�ed using connected component analysis. This technique can be applied with different

types of neighborhood. In this thesis, a 8-connectivity criterion was adopted, since it considers in-

formation from vertical, horizontal, and diagonal neighbors. This approach ensures the detection of

larger regions and the linking of regions that could be missed if the 4-connectivity criterion was used.

Then, all the connected components in the binary image are extracted and classi�ed by comparing

their areas with a threshold. The regions that ful�ll the following criterion are classi�ed as pigment

network

A(Rc) > A min ; (3.7)

where Rc is the c� th connected region, A(Rc) is its area and Amin is a threshold experimentally set to

900 pixels. By enforcing the previous condition it is possible to discard all the connected components

with small areas, which can be seen as noise.

The �nal pigment network region R is computed as the union of all the connected components

which meet condition (3.7)

R = [
c:A (R c )>A min

Rc ; (3.8)
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Figure 3.6: Pigment network detection process.

Figure 3.6 illustrates the steps involved in the detection of the the pigment network.

3.7 Lesion Classi�cation

The third block of the proposed detection system aims to assign a binary label to a given image,

stating whether or not pigment network is present in the image. Two of the main properties of pigment

network are its density and regular spatial distribution. These two properties can be used to identify

the images where it is present.

In an attempt to characterize the previous properties, �ve different features were de�ned:

(i) Network/Lesion ratio: This value compares the area of the network R with the area of the

whole lesion

Network=Lesion =
A(R)
A(L)

; (3.9)

where A(R) is the area of the detected network R and A(L) is the area of the segmented lesion L .

This ratio requires that each lesion is segmented. Therefore, each of the dermoscopy images was

manually segmented by an experienced dermatologist (see Figure 3.7 for an illustrative example).

Figure 3.7: Lesion segmentation: original image (left) ; binary segmentation mask (right).

(ii) Network/Regions ratio: This ratio compares the total area occupied by network R with the

total area of the pigment network regions, herein identi�ed as B . The latter correspond to the area

occupied by the network and its holes, and is obtained by applying a simple morphological �lling

process to each of the network regions Rc. This lead to a set of regions Bc, as illustrated on Figure
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Figure 3.8: Pigment network masks: a) original image with pigment network regions highlighted; b) net-mask,

the output of the detection block; c) pigment network regions-mask and d) holes-mask. Images from [16]

3.8(c)). A pigment network regions-mask B is de�ned as the union of all the regions

B = [
c

Bc; (3.10)

The Network/Regions ratio is then obtained as follows

Network=Regions =
A(R)
A(B )

; (3.11)

where A(R) is the area of the detected network R and A(B ) is the area of all the pigment network

regions present in B .

(iii) Number of holes: This feature is the total number of holes in the detected mesh R. A holes-

mask H can be easily obtained by subtracting R from B (see Figure 3.8(d)).

(iv) Holes/Lesion ratio: This feature is the ratio between the number of holes and the area of

the lesion

Holes=Lesion =
# H
A(L)

; (3.12)

where # H is the number of holes in the holes-mask H and A(L) is the area of the segmented lesion

L .

(v) Holes/Region ratio: This feature is the ratio between the number of holes and the the area

of the pigment network regions

Holes=Region =
# H

A(B )
; (3.13)

where # H is the number of holes in the holes-mask H and A(B ) is the area of all the pigment network

regions present in B .

These �ve features are organized in a feature vector and used to train a classi�er to detect the

presence of pigment network in skin lesions. The AdaBoost classi�er [72] is employed for this purpose

due to its ability to select a subset of the most appropriate features.

Table 3.1 shows the mean values of the individual features for both classes. These values demon-

strate that the features used are appropriate descriptors, since most of them change between classes.
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Figure 3.9 shows the histograms for three different features. It is also possible to see that the two

classes have different distributions for the three represented features.

Table 3.1: Mean values of the individual features for both classes.

Features i ii iii iv v

with pigment network 0.218 0.486 175.3 0.0015 0.003

without pigment network 0.068 0.371 32.7 0:0004 0.002
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Figure 3.9: Histogram of features for lesions with pigment network (green) and without pigment network (red):

features i (�rst row), iii (second row) and iv (last row). Image from [16]

3.8 Experimental Results

3.8.1 Dataset and Evaluation Metrics

The proposed algorithm was tested on a dataset of 200 dermoscopy images (88 with pigment net-

work and 112 without) from the database of hospital Pedro Hispano, Matosinhos. These RGB images

are stored in BMP and JPEG formats, and were acquired during clinical exams using a dermatoscope

with a magni�cation of 20 � . Their average resolution is 573� 765. Most of the images used in the

development of this method were included in the PH2 database.
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For training and validation purposes each image was classi�ed by an experienced dermatologist,

who provided ground truth information. First, each image was labeled as with or without pigment

network (ground truth label). When pigment network was found, the pigment network regions were

manually segmented (ground truth segmentation GT , exempli�ed in Figure 3.10).

Figure 3.10: Region segmentation: original image with pigment network (left); binary ground truth GT (right).

Image from [16]

Two outputs of the system were evaluated: i) the correct segmentation/identi�cation of pigment

network regions; and ii) the binary labeling of lesions as with or without pigment network. Both were

evaluated using appropriate performance measures. The segmentation/identi�cation of pigment net-

work regions must be compared with the ground truth GT to assess its performance. Two strategies

were used to perform the evaluation of the detected regions:

(i) Pixel detection statistics: The binary mask of detected regions B is compared with the ground

truth image GT pixel by pixel. Each pixel is classi�ed as a true positive ( T P), true negative (T N ), false

positive (F P ) or false negative (F N ). These values are then used to compute the sensitivity (SE) and

speci�city ( SP) as follows

SE =
# T P

# T P + # F N
(3.14a)

SP =
# T N

# T N + # F P
: (3.14b)

(ii) Region detection statistics: This method works at the region level, i.e., each region in B is

separately compared with the binary ground truth GT and classi�ed in one of the following classes:

correct detection (CD) if the detection region matches (overlaps) one or more regions in GT , false

alarm (FA) if the detected region has no correspondence or detection failure (DF) if one region in GT

has no correspondence. This procedure is similar to the one proposed by Nascimento and Marques

[134]. The three classes are obtained by computing a matrix C, which de�nes the correspondence

between the active regions of a pair of images. Assuming that GT consists of P regions and that B

contains M detected regions, C will be a P� M matrix computed as follows

C(c; p) =

8
>>><

>>>:

1 if A(Bc \ GTp ) 6= 0

8 p 2 f 1; : : : ; Pg; c 2 f 1; : : : ; Mg

0 otherwise;

(3.15)

where A(Bc \ GTp ) is the area of the region Bc \ GTp . Two auxiliary vectors, which result from adding
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the number of ones in each line or column, are also computed

L(c) =
PX

p=1

C(c; p) c 2 1; : : : ; M ; (3.16)

K (p) =
MX

c=1

C(c; p) p 2 1; : : : ; P : (3.17)

Each detected region Bc is classi�ed as CD if K (p) � 1. This rule ensures that detected regions,

which are actually the union of two regions of GT , are only accounted once as CD. Detected regions

that result from a split of a ground truth region are independently classi�ed as CD. The number of FA

and DF are determined by inspecting the number of empty columns or lines in C respectively, which

can be easily achieved using vectors L and K [134].

The performance of the lesion/image classi�cation algorithm (with or without pigment network) is

assessed by comparing the output of the classi�er trained in the lesion classi�cation step with the

lesion ground truth described previously. Each lesion's label can be regarded as a T P, F P , T N or

F N and these values are used to compute the SE and SP.

All of the aforementioned statistics were computed using a 10-fold cross validation approach.

3.8.2 Results

The proposed algorithm was applied to the set of dermoscopy images described in the previous

section. These images were used to tune all the thresholds and parameters, with a 10-fold cross

validation method. In the following subsections some of the chosen parameters will be discussed

and results for the performance of detection system will be shown, both for region segmentation and

lesion classi�cation.

3.8.2.A Assessment of Region Segmentation

Figure 3.11 displays the receiver operating curves (ROC) for the region detection statistics, using

different values of Amin , N and TR . These parameters were selected since they belong to the core

block of the proposed detection system. The ROC curves were obtained by varying one of the param-

eters while maintaining the other two constant and equal to the reference values: Amin = 900 pixels,

N = 9 �lters and TR = 0 :0185.

These graphics suggest a high dependency of the DF vs. F A ratio with both the Amin and TR

values. The number of directional �lters N has a smaller impact in this ratio, when compared with the

other two, provided that N � 9. It is also shown that the reference values for N , TR , and Amin = 900

are the ones that lead to the best results. Table 3.2 summarizes the number of CD, F A, and DF

for the region detection problem. A pixel detection statistics was also performed over the detected

regions. Table 3.2 displays the results obtained. The low value obtained for SE can be explained by

the analysis of Figure 3.12: the manually segmented regions provided by an expert are wider than the

detected ones. Therefore, it can be assumed that it is not exclusively related to the existence of DF .
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Amin = 900 

Amin  = 700 

TR  = 0,0185 
N = 9 

Amin  =  500 Amin = 1000 
Amin  = 900 

TR  = 0,0185 

TR  = 0,0185 

TR  = 0,01 

TR � 0,05 

Amin  = 900 
N = 9 

TR  = 0,03 

N  9 Amin  =  250 

Figure 3.11: ROC curves for (from left to right):Amin 2 f 500; 700; 900; 1000g, maintaining N = 9 and

TR = 0 :0185; N 2 f 9; 18; 36g, maintaining TR = 0 :0185 and Amin = 900; TR 2 f 0:01; 0:0185; 0:03; 0:05; 0:1g,

maintaining N = 9 and Amin = 900. Figure adapted from [16].

This evaluation method is less informative than the previous one, where the performance assessment

is done at a region level.

Table 3.2: Assessment of pigment network region segmentaion: number of correct detections (CD ), false alarms

(F A ), and detection failures (DF ), as well as pixel based statistics for Amin = 900, N = 9 and TR = 0 :0185.

Evaluation method Results

CD = 346

Region statistics FA = 358

DF = 6

SE = 57.6%

Pixel statistics SP = 85.4%
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Figure 3.12: Average frequency of selection for individual features.
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3.8.2.B Assessment of Lesion Classi�cation

Table 3.3 shows the performance of the lesion classi�cation block using the parameters selected

in the previous subsection.

Table 3.3: Statistical results for the lesion classi�cation algorithm for Amin = 900, N = 9 , and TR = 0 :0185.

Results #Lesions

SE = 91.1% 88

SP = 82.1% 112

Accuracy = 86.2% 200

Figure 3.12 illustrates the performance of the algorithm for seven images that were deemed as with

pigment network by an expert. Each one of these images was classi�ed by the developed system

as with pigment network and the respective detected network is represented in the �gure. In order

to allow a better comparison with the medical ground truths GT , these are also displayed. These

qualitative results show that the proposed detection system performs well, even in images that can

be considered dif�cult due to the subtlety of the pigment network pattern (see Figures 3.12(g-i) and

3.12(j-l)), the reduced amount of network present (see Figures 3.12(m-o)) or the presence of artifacts

(see Figures 3.12(p-r) and 3.12(s-u), bubbles on top of the lesion and hair artifacts).
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Figure 3.13: Average frequency of selection for individual features.

Figure 3.13 shows a histogram of the average frequency of features selected by the boosting

algorithm [72] in the 10 folds. Although all features are selected and seem to play an useful role

in the classi�cation task, the most selected feature is ”Number of holes” (feature iii) and the second

most selected feature is the ratio Number of holes/Lesion (feature iv), which suggests that these two

features are very discriminative. A direct comparison between this work and most of the others found

in literature is not possible due to several constraints: i) the outputs of some of the methods are either

different from the ones obtained in this paper or not shown; ii) each works uses a different dataset;

and iii) the goal of the work is not the same. Nonetheless, it is possible to establish a theoretical

comparison with works that have similar goals [6, 159]. The proposed method achieves better lesion

classi�cation scores than the ones described in [6]. On the other hand, [159] reports a better accuracy

value. Nonetheless, it is important to stress that the methodology described in this work is unique and
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different from related works, mainly due to its ability to segment the pigment network regions in the

imag. This makes it possible for the dermatologist to inspect and validate the output of the system.

3.9 Conclusions

This chapter proposes an algorithm to detect the pigment network in dermoscopy images. The

proposed algorithm achieves interesting performances on a dataset of 200 dermoscopy images (88

with pigment network): SE = 91.1% and SP = 82.1%. Besides classifying the lesion as with or without

pigment network, the system is also capable of providing relevant medical information regarding the

location of pigment network, since its output is a network mask that highlights the lines of the network.

From this mask, it is also possible to extract the �nal pigment network region as well as the holes of

the mesh.

Despite the promising results for network detection, it was not possible to reliably discriminate

melanocytic and non-melanocytic lesions. Although the idea of using pigment network to distinguish

the two types of lesions is supported by medical �ndings, the truth is that this structure is not visible in

all melanocytic lesions. This means that the decision can not be made using only pigment network as

a separating criteria. It seems that expert clinicians use other sources of information when classifying

the image as melanocytic or not.
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4.1 Motivation

The previous chapter describes an algorithm for the detection of pigment network, which is a

contribution for the distinction between melanocytic and non-melanocytic lesions. This chapter will

focus on the problem of melanoma detection, with the assumption that the lesion is melanocytic.

CAD systems for melanoma diagnosis share a similar structure: i) lesion segmentation; ii) fea-

ture extraction; iii) (optional) feature selection; and iii/iv) lesion classi�cation [103]. During the feature

extraction step it is common practice to describe the lesion as whole, i.e., a single feature vector is

computed to characterize the entire lesion (global features). The extracted features are often inspired

by the medical ABCD rule [182], and can be divided into four categories: shape, color, texture, and

symmetry. Different descriptors have been proposed to represent each of the aforementioned cate-

gories. However, after a thorough search of the literature, two things remain unclear: i) whether the

four types of features are equally relevant; and ii) what is the best descriptor for each feature category.

Moreover, most of times the methodology used to compute the descriptors is poorly described, which

makes it dif�cult to reproduce the experiments. Finally, the systems are developed using different

datasets, which makes it impossible to perform reliable comparisons.

The main goal of this chapter is to evaluate the role of the four types of features, as well as to

compare different descriptors. This will provide insightful information about the relative importance of

each feature as well as which are the most suitable descriptors. The methodology used to compute

each of the descriptors is provided and all the experiments are performed using the publicly available

PH2 dataset [126]. This means that all of the methods and results can be reproduced by other

research groups.

4.2 System Overview

Figure 4.1 shows the block diagram of the proposed CAD system.

Figure 4.1: Block diagram of a melanoma detection system that uses global features.

Lesion segmentation is performed in order to separate the lesion from the healthy skin. This is a

critical step since features will be extracted over the output of the segmentation. In order to prevent

melanoma detection errors caused by incorrect segmentations, all the lesions have been manually

segmented by an experienced dermatologist. This will also make it easier to interpret the performance
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of the system for each type of feature.

Since the goal of this work is to understand the role of each type of feature (e.g., color and sym-

metry) and assess which are the best descriptors, a single type of feature is extracted in the feature

extraction block. The studied features belong to the four classes presented before: symmetry, shape,

color, and texture. The descriptors analyzed for each type of features will be de�ned in the following

section.

Dermatologists pay a special attention to the border of the lesions, e.g., if there are abrupt color

transitions or irregular structures. In order to include this knowledge in the CAD system, color and

texture features are separately extracted from two regions of the lesion, namely the border and the

inner part. The splitting of the lesion into these two regions is performed by eroding the lesion seg-

mentation mask with a disk of radius r , which was experimentally set to be 1
10 of the lesion's smallest

axis. Figure 4.1 shows the splitting of the lesion in the two regions. It was experimentally found in [19]

that dividing the lesion into border and inner parts leads to a slight improvement of classi�cation re-

sults using color and texture features. Shape and symmetry features are computed using the whole

lesion.

The learning phase is performed using the PH2 dataset. Four classi�ers are compared in this

work: AdaBoost [72], support vector machines (SVM) [47] with a radial basis function (RBF) kernel,

k-nearest neighbor (kNN) [60], and random forests [29]. These algorithms have been selected since

they are some of the most popular classi�ers and have been used in previous works related with

melanoma detection [103,139].

It is assumed that the described system will only be applied to melanocytic lesions.

4.3 Image Features

This section de�nes the features and corresponding descriptors that are investigated. As stated in

Section 2.3.1, it is common to select categories of features that can be associated with the ABCD rule

of dermoscopy [182]. Therefore, four different types of features will be used to describe skin lesions:

symmetry, shape, color, and texture. Moreover, several representative descriptors are considered for

each type of feature, and the best descriptor is selected. Some of the descriptors investigated in this

thesis have been used for the �rst time in this context, and will be pointed out in the following sections.

4.3.1 Color Features

In the ABCD rule, color analysis is performed by counting how many, out of six clinically relevant

colors, can be found in a lesion [182]. Inspired by this criteria, different approaches have been adopted

to automatically describe the colors of a given lesion [118]. One of the most popular strategies is

to use statistical descriptors such as the mean, standard deviation, min/max values, and entropy

computed for each color channel [121]. Other approaches try to characterize the color distribution

using quantization techniques. Examples of these methods are the use of color histograms and

clustering strategies [39,103].
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Each of the aforementioned descriptors can be computed in one or more color spaces. However,

the choice of the most suitable color space is still an open question, and several works deal with this

problem by computing color features in more than one space. Dermoscopy images usually come in

the RGB format, which means that each pixel is represented by a mixture of three colors: red (R),

green (G), and blue (B). RGB has a series of drawbacks: i) it is not perceptually uniform; ii) it is not

device independent; and iii) exhibits a high correlation among the three color channels [184]. To over-

come these issues, other color representations are usually used. A common strategy is to selected

color spaces that have a relation with the human perception of color or that are biologically inspired.

An example of such spaces is HSV, which belongs to the family of phenomenal color spaces. These

spaces characterize colors in a way similar to that of the human mind, namely each color is charac-

terized by a (H)ue, (S)aturation, and (V)alue [99, 184]. The downside of phenomenal color spaces is

that they still lack perceptual uniformity. To tackle this issue one can use CIE color spaces, where the

description of color is strongly correlated with the human visual perception [99,184]. CIE L*a*b* was

selected to be used in this work. Finally, an alternative to the previous spaces is the opponent color

space. This is a biologically inspired color space, where each of the channels represents respectively

the red-green differences, the blue-yellow differences, and the luminance [28, 187]. It is possible to

obtain each of the three alternative channels from the traditional RGB, using appropriate transforma-

tions [184, 187]. In this work, the RGB, HSV, L*a*b*, and opponent color spaces are tested in order

to determine which is the most suitable. The opponent color space has been used for the �rst time in

dermocopy image analysis in this thesis, as reported in [19].

The most popular color descriptors in dermoscopy image analysis are 1-D color histograms, due

to their ability to describe the color distribution and variability inside a lesion. These descriptors have

also been used in all sorts of problems related with image classi�cation and object recognition. The

idea in this thesis is to compute a set of three histograms for the border and inner parts of the lesion

(recall Section 4.2). Each histogram corresponds to one of the color channels and has M c bins. The

color histogram associated to the color channel I c, c 2 f 1; 2; 3g is given by

hc(i ) =
1
N

X

x;y

bc(I c(x; y)) i = 1 ; :::; M c ; (4.1)

where N is the number of pixels that belong to the inner or border part of the lesion, i is the histogram

bin, and bc(i ) is the characteristic function of the i � th bin. This function is equal to one only when

I c(x; y) belongs to the i � th bin and zero otherwise. After computing the histograms for the border

and inner part, these values are all concatenated into a single feature vector.

4.3.2 Texture Features

Texture features characterize the spatial distribution of intensity in a given image. Thus, this type

of features has been used to loosely represent the dermoscopic structures, as it would be performed

in the D step of the ABCD rule. Different texture descriptors have been applied to the melanoma

detection problem [103, 121]. These can range from intensity distribution descriptors (e.g., entropy)

to �ltering techniques (such as Gabor �lters [10]) or Haralick descriptors (co-ocurrence matrix [84]).
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This thesis explores �ltering approaches, namely Gabor �lters [10] and gradient-related features

[50] (amplitude and orientation histograms). The latter have been applied for the �rst time to der-

moscopy image analysis in [19]. Since texture descriptors are computed over the gray scale image,

the �rst step is to convert the color image into gray scale. This task is accomplished by selecting the

RGB color channel with the highest entropy value. Then, the descriptors are computed as follows

� Gabor �lters: These �lters have been widely used for texture classi�cation [10] and edge de-

tection [81]. Furthermore, they have also been used in the melanoma detection context [139].

The impulse response of the i � th (i = 1 ; :::; N ) Gabor �lter of a certain �lter bank of size N is

given by [81]

hi (x; y) = e
x 02 + 
 2 y 02

2 � 2
G cos

�
2�

x0

�
+ �

�
(4.2)

where 
 is an aspect ratio constant, � G is the standard deviation, � is the wavelength, � is the

phase of the �lter and x0; y0 are obtained from rotating (x; y) as follows.

x0 = x cos� i + y sin � i ; (4.3a)

y0 = y cos� i � x sin � i ; (4.3b)

The angle amplitude � i 2 [0; � ] determines the orientation of the �lter i and the step between

two consecutive orientations is �
N .

Gabor �lters are applied as follows. First, the gray scale image I (x; y) is convolved with each of

the hi ; i = 1 ; :::; N �lters in the bank

J i (x; y) = hi (x; y) � I (x; y) : (4.4)

Then, an energy measure is computed for each of the outputs J i (x; y)

E i =
X

x

X

y

J i (x; y)2 : (4.5)

The image is now characterized by a feature vector [E1; E2; :::; EN ]T .

� Amplitude histogram: The �rst step is to compute the gradient g(x; y) = [ g1(x; y) g2(x; y)]T

of the image. This is performed using the Sobel masks. Then, the amplitude of the gradient is

computed as follows

k g(x; y) k=
p

g1(x; y)2 + g2(x; y)2: (4.6)

Finally, a histogram with M A bins is determined, using an expression similar to (4.1) with I

replaced by k g(x; y) k.

� Orientation histogram: The orientation of the gradient is computed as follows

' (x; y) = tan � 1
�

g2(x; y)
g1(x; y)

�
: (4.7)

As in the case of the amplitude, the histogram with M ' bins is computed using (4.1).
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4.3.3 Shape Features

Dermatologists consider that most benign lesions have small dimensions and a shape similar to

a circle [9]. Thus, the goal of shape features is to characterize these two aspects of the lesions.

Measures such as the area, perimeter, and compactness index have been widely incorporated in

CAD systems [103, 121]. Moreover, shape features also provide information about the border of the

lesion (recall the importance of border irregularities in the ABCD rule (Table 2.2). Some examples of

the descriptors that provide this kind of information are the convex hull and bounding box descriptors,

fractal dimension, and the irregularity index [103].

In this work, three sets of shape descriptors are investigated:

� Simple shape descriptors: These descriptors comprise �ve simple shape features, namely,

the area (A), compactness index, minor and major axis length, and rectangularity. The area

corresponds to the number of active pixels of the binary segmentation mask. The compactness

index

C =
4�A
P2 ; (4.8)

characterizes the similarity between a lesion shape and a circle with the same perimeter (P ).

The minor and major axis lengths are obtained by approximating the lesion region by an ellipse,

using principal component analysis. Finally, rectangularity, is the ratio between the area of the

lesion and the area of the smallest rectangle that contains the lesion.

� Hu's invariant moments [87]: These moments are a set of seven descriptors that are invariant

to rotation, translation, and scaling, having been applied to object recognition tasks from the ob-

ject silhouette. They are obtained through a non-linear transformation of the normalized central

moments or order p, q [92]

� pq =
X

x;y

(x � x)p(y � y)qB (x; y) ; (4.9)

where (x; y) are the coordinates of the lesion's center and B (x; y) is the binary segmentation

mask. Hu's moments can be related with different geometrical properties, such as the moment

of inertia [87].

� Wavelet invariant moments [169]: These moments are also invariant to scaling, rotation, and

translation. Invariance to scale and translation is obtained by performing a change of variables

and the conversion of the binary mask B (x; y) to polar coordinates. After computing the mo-

ments, these are made rotation invariant through the computation of their norm.

4.3.4 Symmetry Features

The symmetry of a skin lesion is an important cue to asses its degree of malignancy [9]. Symmetric

lesions with respect to two axis tend to be benign, while highly asymmetric lesions, produced by

an abnormal increase of melanocytic cells, are often melanomas [1]. The clinical assessment of

the symmetry is performed regarding three criteria: shape, color, and dermoscopic structures [182].

49



Most of the CAD systems try to characterize the symmetry of the lesion regarding the �rst criteria. The

analysis of shape symmetry is performed by dividing the segmentation mask into an even number of

slices and then comparing the area differences between overlapping ones [38]. Symmetry regarding

color and dermoscopic structures is also assessed, but the amount of works that focus on these two

aspects is much smaller [163, 166]. These works start by diving the lesion into small patches, which

are then characterized using either color or texture features. Finally, differences between the features

of symmetric patches are assessed and used to describe the degree of symmetry of the lesion.

In this thesis, the three types of symmetry are compared. To assess shape symmetry the segmen-

tation mask of the lesion is divided into an even number of slices, with a common vertex at the lesion

centroid. Then, the opposite slices are �ipped, overlapped, and the degree of symmetry is computed

as follows

s =
2A ij

A i + A j
; (4.10)

where A ij corresponds to the area of intersection between the two slices and A i , A j are the areas of

the opposite slices i and j . This procedure is exempli�ed in Figure 4.2, where the lesion was divided

into 16 slices and Aij corresponds to the red region and Ai , Aj correspond to the blue and yellow

regions.

Figure 4.2: Analysis of the symmetry between opposite slices: (a) two opposite slices of the lesion and (b)

overlap (red) between one of the slices (blue) and the mirrored image of its opposite slice (yellow). Images

from [152].

The strategy used to assess color and texture symmetry has been reported for the �rst time

in [152]. First, the two principal axis of the lesion are found by applying principal component analysis

(PCA) [96] to the binary segmentation mask. Then, a regular grid oriented according to the two

principal axis is placed on top of the lesion, as exempli�ed in Figure 4.3. The nodes of the grid are

computed as follows.

x jk = j � 1v1 + k� 2v2 + �x ; j; k 2 Z; ; (4.11)

where �x is the centroid of the lesion, � i and v i are respectively the eigenvalues and eigenvectors

obtained using PCA, and � i is set to be

� i = c
p

� i ; i 2 f 1; 2g : (4.12)

c is a constant used to de�ne the distance between the grid nodes.

The following step consists of extracting a set of features to characterize each of the grid blocks.

Each block is processed only if at least 25% of its area corresponds to lesion. Depending on the
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Figure 4.3: Regular grid of nodes: (a) principal axis; (b) grid nodes. Images from [152].

type of symmetry, color or texture features are extracted. The color features used are the mean color

vectors, computed for each of the four color spaces (RGB, HSV, L*a*b*, and opponent). The texture

features are the ones described in Section 4.3.2.

After describing each block by a feature vector, it is necessary to compare them and assess the

degree of asymmetry of the lesion. This task is accomplished by �rst de�ning the sets Sk , which

comprise all of the pairs of symmetric blocks (i; j ) according to the k = 1 ; 2 symmetry axis i.e., the

principal axes. Then, a distance measure is applied to the features of symmetric blocks, starting with

the symmetry axis v1. The metric used is the Euclidean distance

d(x i ; x j ) = k x i � x j k; (4.13)

where x i ; x j are feature vectors associated with the pair (i; j ) of symmetric blocks. Finally, statistical

measures are computed for each of the sets, namely: mean � k , standard deviation � k , maximum M k ,

and minimum mk . Each of these measures is computed as follows.

� k =
1

# Sk

X

( i;j )2 Sk

d(x i ; x j ); (4.14)

� 2
k =

1
# Sk

X

( i;j )2 Sk

(d(x i ; x j ) � � k )2; (4.15)

M k = maxf d(x i ; x j ) : ( i; j ) 2 Sk g: (4.16)

mk = minf d(x i ; x j ) : ( i; j ) 2 Sk g; (4.17)

The �nal color/texture symmetry descriptor is obtained by concatenating all of the previous statis-

tics: [� 1; � 1; M 1; m1; � 2; � 2; M 2; m2].

4.4 Classi�cation Algorithms

Different classi�cation algorithms were used in the development of CAD systems for melanoma

diagnosis, as reported in Table 2.4 [103, 121]. However, it is not clear if one method outperforms the
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others. Since each classi�cation algorithm has strong and weak points, it is not easy to select only

one to perform all of the feature and descriptor comparisons. Therefore, four different algorithms were

applied in this chapter.

� k-Nearest Neighbor (kNN) [60] - This algorithm has a very simple formulation: given a training

set of patterns (feature vectors) for which the classes are known, each new pattern will be

classi�ed in the same class as that of the closest training pattern (called nearest neighbor). The

comparison between patterns is performed by computing the distance between feature vectors.

It is possible to determine the class of the test pattern by taking into account not only one but

the k closest training patterns (neighbors). In this case, the class of the pattern will be the one

that is more common among the selected training patterns.

The reason for selecting kNN is two-folded: i) it is simple and easy to implement; and ii) it

achieves competitive performances when the size of the dataset and/or feature space is small,

as is the case of this work. Two parameters must be optimized for this algorithm: the number

of neighbors k and the distance metric used to compare the feature vectors of training and test

images.

� Support vector machines (SVM) [47] - The goal of SVM is to learn an hyperplane that sep-

arates the training patterns of two classes. Since this problem may have multiple (in�nite) so-

lutions, another restriction is added: the separation hyperplane must be the one that has the

largest distance to the nearest training pattern of each class. This distance is called margin,

hence one can formulate the learning problem of SVM as that of �nding the optimal hyperplane

that maximizes the margin to the training data. Sometimes it is not possible to separate the

training data using an hyperplane, since the two clouds of training features overlap. To deal with

this dif�culty, it is necessary to relax the margin constraint and use a soft-margin formulation in-

stead. In this case, a penalty term with hyperparameter C is added to the optimization problem.

This penalty represents the trade-off between increasing the margin size and ensuring that a

training pattern is correctly classi�ed. C is usually tunned during the training phase.

The aforementioned formulation assumes that the training data are linearly separable, which is

not the case in most classi�cation tasks. The strategy used to solve this problem is to map the

patterns into a high dimension space, where they are linearly separable.Since the strategy used

by SVM to learn the optimal hyperplane relies on the computation of inner product between all

pairs of training patterns, mapping them to a higher dimension space poses a computational

problem. The strategy used to solve this issue is called kernel trick, where a kernel function

is used to compute the inner product between the feature vectors in a high dimension, without

actually having to map them. Different kernel functions can be found in literature, and some of

them require the tunning of one of more parameters. The most popular kernel function is the

Gaussian radial basis function (RBF), de�ned as follows

Kernel (x i ; x j ) = exp( � 
 jjx i � x j jj2) ; (4.18)
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where x i ; x j are feature vectors associated with patterns i and j , and 
 is a parameter that must

be optimized and de�ne the width of the kernel. SVM-RBF has been applied to dermoscopy

images with success (e.g., [38]). Therefore, it will also be used in this thesis.

� AdaBoost [72] - This algorithm belongs to the family of boosting methods, where the idea is

to combine an ensemble of weak classi�ers to obtain a stronger one. The strong classi�er is

obtained as follows.

1. Assign weights to each training pattern.

2. For W iterations:

i) Learn a stump (weak) classi�er for each feature component and determine its perfor-

mance.

ii) Choose the weak classi�er with the lowest classi�cation error.

iii) Update the weights of the training patterns: increase the weight if a pattern is misclas-

si�ed and decrease it otherwise.

3. De�ne the strong classi�er as a linear combination of the W weak classi�ers.

By assigning a higher weight to misclassi�ed training examples, it is possible to increase their

importance in the next iteration of the algorithm. Moreover, this kind of formulation ensures that

only the most discriminative values of the feature vector are used to build the �nal classi�er.

AdaBoost has been applied with success to several classi�cation problems, such as face recog-

nition [192], and has also been applied to dermoscopy (e.g., [33]). Its ability to select the best

subset of elements from the feature vector as well as requiring the optimization of only one

hyperparameter (the number of weak classi�ers W ), make this algorithm very appealing.

� Random forests [29] - Similarly to AdaBoost, random forests are alsobased on an ensemble

of classi�ers. In this case, an ensemble of T decision trees is learned using a training set of

classi�ed patterns. The methodology used to separately learn each tree, according to [29], is

the following: i) randomly select a subset of training samples from the original training set; ii)

train a decision tree using the random subspace method. The latter means that each split (leaf)

of the decision tree will be trained using a randomly selected subset of values from the training

feature vectors. After training the T trees, the classi�cation of new data is performed by taking

the majority vote over all the trees. During the training phase it is necessary to optimize the

value of T.

Decision trees have been widely used in dermoscopy image analysis (see Table 2.4). However,

fewer works explore random forests [75], which have been proposed to deal the tendency of

decision trees to over�t training set. This motivated the application of random forests in this

thesis.

53



4.5 Experimental Results

4.5.1 Dataset and Evaluation Metrics

The CAD systems built using the different types of features and descriptors were evaluated using

the PH2 database [126], acquired and annotated at hospital Pedro Hispano, Matosinhos. This dataset

contains 200 dermoscopy images, 40 of which are melanomas. These images were acquired during

regular clinical practice using a digital dermatoscope with a magni�cation of 20 � . Their format is

RGB and the average size is 573� 765. All the images were used to evaluate the performance of the

different color and texture descriptors. However, shape and symmetry analysis can only be performed

in lesions that are almost fully contained in the image. Thus, lesions that intersected the borders of

the image by more than 20% were excluded. This lead to the creation of a reduced dataset of 165

images, 12 melanomas (unfortunately, most melanomas were excluded). Tests with color and texture

descriptors were performed in both sets while the shape and symmetry tests were carried out using

the reduced set only. All the lesions were manually segmented by an expert.

The CAD systems were evaluated using the sensitivity (SE) and speci�city ( SP) statistics. The

former corresponds to the percentage of correctly classi�ed melanomas, while the later is the per-

centage of correctly classi�ed benign lesions. In order to select the best con�guration, a cost index

was also computed. This index quanti�es the trade-off between SE and SP

S =
c10(1 � SE) + c01(1 � SP)

c10 + c01
; (4.19)

where c10 is the cost of an incorrectly classi�ed melanoma and c01 is the cost of an incorrectly clas-

si�ed benign lesion. It is assumed that an incorrect classi�cation of a melanoma is a more serious

error, therefore c10 is set to 1.5 and c01 is set to 1.

All of the previous statistics have been obtained using 10-fold nested cross validation. This means

that the data was divided into 10 folds, with approximately the same number of melanomas and benign

lesions. From these folds, 9 are kept for training and validation (selection of hyperparameters) and

the 10th fold is used for testing. The testing process is repeated ten times with a different fold, while

the training-validation processes are performed nine times for each testing fold. Each time a different

fold is kept out for validation. Nested-cross validation is shown in Figure 4.4. The main strength of

this procedure is that it ensures that the choice of the best hyperparameters is independent of the test

set. During the division of the lesions by the 10 folds, it was necessary to pay special attention to the

lesions that were going to be excluded during shape and symmetry analysis.

Some of the descriptors and classi�cation algorithms required the tunning of one or more hyperpa-

rameters. The speci�c hyperparameters of the descriptors have been thoroughly investigated in [19].

For the sake of simplicity, the results presented in the next section were obtained using previously as-

sessed hyperparameters for each of the descriptors, which are summarized in Table 4.1. The tested

hyperparameters for each classi�er are shown in Table 4.2. The best con�gurations were selected

by grid search during the validation phase of the nested-cross validation method. All of the feature
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Figure 4.4: Nested cross validation using 10 folds. Each rectangle represents one of the folds, namely training

folds (white), validation fold (green), and test fold (blue).

vectors have been normalized as follows.

f 0
i =

f i � � i

� i
; (4.20)

where f 0
i is the the normalized i-th component of the feature vector f , f i is the value before normal-

ization, and � i and � i are the mean and standard deviation, respectively.

Table 4.1: Descriptors and respective hyperparameter values.

Descriptor Parameters

Color Histograms Number of bins set to 32.

Amplitude Histogram Number of bins set to 16.

Orientation Histogram Number of bins set to 16.

Gabor Filters (4.2) � G 2 f 2; 4; 8g, N = 8 , 
 = 0 :5, � = 0 rad, and x 0

� = 0 :56.

Shape Symmetry The lesion is divided into 8 slices.

Color and Texture Symmetry (4.12) c = 1 :25.

Table 4.2: Classi�ers and hyperparameter values.

Descriptor Parameters

AdaBoost Number of weak classi�ers W 2 f 5; 10; ::; 75g.

SVM
Soft margin penalty C 2 f 2� 10; 2� 9; :::; 210g.

RBF parameter 
 2 f 2� 16; 2� 15; :::; 216g.

kNN
Number of neighbors k 2 f 3; 5; 7; :::; 35g.

Comparison distance: Euclidean, Histogram Intersection, Kullback-Leibller.

Random forests Number of trees T 2 f 1; 2; 3; ::; 50g.

It is important to have in mind that the results reported in this chapter were obtained after a

signi�cant amount of experiments. For each classi�er, the following number of systems was trained

# systems = # folds test � # folds validation � # hyperparametersconf: � # descriptors: (4.21)

This leads to a total of 22950 systems for AdaBoost, 1060290 systems for SVM, 27540 systems for

kNN, and 76500 systems for random forests.
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4.5.2 Results

Tables 4.3 to 4.6 show the best results obtained for each type of feature using the four different

classi�ers. For the sake of simplicity, the remaining results can be seen in Appendix A.

Table 4.3: Classi�cation results obtained using the AdaBoost algorithm in the PH 2 and reduced sets. * signals

the results obtained with the reduced set. Only the results of the best descritors are shown.

Feature Descriptor SE SP S

Color
RGB histograms 88% 86% 0.128

Opponent histograms 90%* 79%* 0.144*

Texture
Amplitude histogram 84% 77% 0.188

Amplitude histogram 75%* 77%* 0.242*

Shape Simple shape descriptors 80%* 58%* 0.288*

Symmetry Texture symmetry 90%* 73%* 0.168*

Table 4.4: Classi�cation results obtained using the SVM algorithm in the PH 2 and reduced sets. * signals the

results obtained with the reduced set. Only the results of the best descritors are shown.

Feature Descriptor SE SP S

Color
L*a*b* histograms 87% 86% 0.134

HSV Histograms 80%* 80%* 0.200*

Texture
Gabor �lters 86% 73% 0.192

Gabor Filters 75%* 56%* 0.326*

Shape Simple shape descriptors 85%* 55%* 0.270*

Symmetry Texture symmetry 70%* 68%* 0.308*

Table 4.5: Classi�cation results obtained using the kNN algorithm in the PH 2 and reduced sets. * signals the

results obtained with the reduced set. Only the results of the best descritors are shown.

Feature Descriptor SE SP S

Color
HSV histograms 89% 85% 0.126

L*a*b* histograms 100%* 67%* 0.132*

Texture
Amplitude histogram 83% 84% 0.166

Amplitude histogram 95%* 84%* 0.094*

Shape Wavelets 65%* 60%* 0.370*

Symmetry Color symmetry 80%* 75%* 0.220*

These results provide interesting information. First of all, it is important to emphasize the perfor-

mance of color features when compared with the other types. Color features consistently achieve

better classi�cation results, even among different classi�ers. The only exception is the case of kNN

(see Table 4.5), where the texture descriptor outperforms the color ones for the reduced set. It is inter-

esting to notice that does not seem to exist a preferable color space, since good results are achieved
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Table 4.6: Classi�cation results obtained using the random forests algorithm in the PH 2 and reduced sets. *

signals the results obtained with the reduced set. Only the results of the best descritors are shown.

Feature Descriptor SE SP S

Color
Opponent histograms 89% 84% 0.130

HSV histograms 90%* 86%* 0.116*

Texture
Amplitude histogram 84% 80% 0.176

Amplitude histogram 75%* 73%* 0.258*

Shape Hu moments 70%* 81%* 0.256*

Symmetry Color symmetry 90%* 75%* 0.160*

with all of them. Texture features perform well and it seems that the histogram of the gradient am-

plitude is a good descriptor. This descriptor is the best texture feature in three out of four classi�ers.

Symmetry features also perform well. Although texture and color symmetry were both selected as

the best descriptor, there is not a signi�cant difference in their performances, as can be seen in the

remaining results (Appendix A). Overall, shape descriptors seem to be the ones that lead to the worse

results. The four classi�ers achieve comparable results, but SVM seems to be slightly worse than the

other three.

4.6 Conclusions

In this chapter the role of four types global features (color, texture, shape, and symmetry) was in-

vestigated using the PH2 database. This is a necessary task to understand the relative importance of

each type of feature and to determine which are the most suitable descriptors. In order to study each

descriptor, it was necessary to develop several CAD systems, each one using solely on one type of

feature. The �nal results provided relevant information. First they showed that color features generally

outperform the other types of features, while shape features are the ones that lead to the worst re-

sults. The different classi�ers showed comparable performances in the PH 2 dataset. However, SVM

achieved slightly worse results.

The study performed in this chapter is a signi�cant contribution in the �eld of automatic melanoma

diagnosis, since a comparison between the different types of features has never been reported, to

the best of our knowledge. This provides insightful information that can be used to develop a CAD

system that combines different types of features.
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5.1 Motivation

Some of the criteria used by clinicians in the ABCD rule can be ef�ciently characterized with global

descriptors, such as the ones proposed in the previous chapter. Examples are the shape of the lesion

and the general color distribution. However, the D criterion, which stands for dermoscopic structures,

corresponds to localized texture and/or color patterns. By solely performing a global description of

the lesion, one might miss these relevant cues. This chapter tries to overcome this issue using local

color and texture features to describe the lesion, and applying the bag-of-features (BoF) model [176]

to classify the dermoscopy images. With this model, it will be possible to approximate the automatic

analysis to that of a dermatologist, in the sense that the algorithm is also looking for localized relevant

aspects.

Local features have been successfully used in several complex image analysis problems, such as

scene recognition and object identi�cation (e.g., [95, 108, 176]). However, they have been scarcely

explored in the context of melanoma detection. The work developed in this thesis and published

in [19] was one of the �rst to propose the use of local features.

This chapter proposes a CAD system based on local features and considers several color and

texture descriptors. Moreover a comparison between global and local features is also performed.

5.2 System Overview - Bag-of-Features model

The main assumption of this chapter is that it is possible to characterize a dermoscopy image

using local information, instead of extracting global features. It is assumed that an image is divided

into a set of small patches, and that each of these patches is separately represented by a vector

of features (color or texture). The goal is to use this local information (patch features) to diagnose

melanomas. However, the number of patches extracted among images is not constant, and can be

very high. Unfortunately, classic pattern recognition methods cannot cope with this variability. The

BoF method provides a way to deal with this problem. According to this model, the local features

extracted from the image can be represented by an histogram with a constant number of bins [176].

The main steps of BoF are shown in Figure 5.1. Each of these steps will be addressed in the following

sections.

5.2.1 Patch and Feature Extraction

The �rst step consists of dividing the lesion into small regions. To achieve this goal it is necessary

to �rst �nd a set of informative keypoints (patch centers) and then extract their corresponding support

regions. The identi�cation of keypoints can be either performed using a regular grid (dense sampling)

[187], where it is assumed that each keypoint corresponds to one node of the grid, or using one or

more keypoint detectors such as Harris Laplace [130] or difference of Gaussians [116] interest points

(sparse sampling [187]). Both approaches have been investigated in [18] in the scope of this thesis,

and it was concluded that they lead to similar results. In this chapter, the sampling method used is
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Figure 5.1: Block diagram of a melanoma detection system that uses local features.

dense sampling. Each sampled patch is considered for the posterior steps only if more than 50% of

its area corresponds to the lesion. Figure 5.2 shows two examples of the sampling process. The �rst

one is dense sampling and the second is sparse sampling using the Harris Laplace keypoint detector.

Figure 5.2: Examples of dense sampling: original image (left), dense sampling (mid), and sparse sampling using

Harris Laplace (right).

After extracting the patches it is necessary to characterize each of them using a feature vector.

In this chapter, the role of color and texture features is investigated, using the same descriptors of

Chapter 4. As before, different systems are trained, each solely using one type of descriptor (color

or texture). The color descriptors investigated are color histograms computed using the four color

spaces: RGB, HSV, L*a*b*, and opponent. In the case of texture, the used descriptors are the

amplitude and orientation histograms, and Gabor �lters. Other color and texture descriptors have

also been studied (e.g., Laws' masks [107], mean color vectors, and SIFT descriptors [116]) and the

results are reported in [17, 20]. Figures 5.3 and 5.4 from [20] exemplify the aspect of different color

and texture features in different patches of the lesions. The differences among the features of the
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different patches show that several areas of the lesions possess different color and texture properties.

This kind of information would be diluted or even missed, if a global representation was used instead.

Figure 5.3: Examples of local color histograms using RGB, HSV, L*u*v*, and opponent color spaces. Image

from [20]

Figure 5.4: Examples of local texture features, namely Laws masks, Gabor �lters, and histogram of the gradient

orientation. Image from [20]
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5.2.2 Clustering

It is not possible to use all the feature vectors to classify the image since the number of features

would depend on the image and the dimension of the space would be huge. A simple strategy to

solve this problem is to de�ne a dictionary of visual features [176], as described in the sequel. The

feature vectors of all training images are clustered into a set of groups (typically a few hundred)

and a prototype (centroid, often called visual word) is extracted from each group. This operation is

performed using the k-means algorithm. It is important to stress that while the other blocks occur both

in the training and test phases of the model, the clustering step only occurs in the �rst phase. This is

the most demanding operation, in terms of computation time.

5.2.3 Feature Quantization and Histogram Building

Any training or test image will be characterized by an histogram of visual words [176]. Each feature

vector extracted from the image will be associated to the closest visual word using the Euclidean

distance. With this information, it is possible to count the number of times each visual word occurs

in a given image. The results can be represented by means of a histogram that has the same size

as the number of prototypes. This histogram is seen as a new feature vector that can be used to

characterize the lesion.

5.2.4 Classi�cation

The classi�cation block is different in the training and test phases. During the training phase, the

histograms of the training images are used to learn a classi�cation rule, using a supervised classi�-

cation algorithm. The algorithms used in this chapter are the same ones used in Chapter 4, namely

AdaBoost [72], SVM [47] using a RBF kernel, kNN [60], and random forests [29]. During the test

phase, the histogram of each new image is classi�ed using the previously learned classi�cation rule.

The classi�er performance depends on the choice of hyperparameters which are the same as de-

scribed in Section 4.4.

5.3 Experimental Results

5.3.1 Dataset and Evaluation Metrics

The performance of local features was assessed using the entire PH2 database (recall Section

2.4). This allows a direct comparison with the results presented in Chapter 5, since they were obtained

using the same set of images.

Each CAD system was evaluated using the SE and SP statistics. Furthermore, the cost index

(4.19) was also computed in order to select the best CAD con�guration for each descriptor. All of the

values were obtained using the nested 10-fold cross validation method, described in Chapter 4.

The BoF model, the features and the classi�cation algorithms depend on hyperparameters. Re-

garding BoF, the speci�c hyperparameters are the step � between consecutive nodes of the grid and
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the size of the dictionary K . The former parameter was set to � = 40, based on the results obtained

in different works [19,20], while the latter was tuned according to the interval K 2 f 100; 200; 300g. Re-

garding the features extracted from each patch, the number of bins used for both color and gradient

histograms is 16, and the parameters of the Gabor �lters are the same as in Chapter 4 (see Table

4.1). All of the feature vectors were normalized using (4.20). Finally, the parameters of each of the

four classi�cation algorithms used were tuned according to the range of values shown in Table 4.2.

In this chapter the number of trained systems is large, as in Chapter 4. The total number of

systems per classi�er is: 28350 for AdaBoost, 1309770 for SVM, 34020 for kNN, and 94500 for

random forests.

5.3.2 Results

Table 5.1 shows the best results achieved by each classi�er, using color and texture features. The

SE and SP scores of each pair descriptor/classi�er can be seen in Appendix B.These results show

a couple of things. The �rst is that local features achieve good scores for all of the classi�cation

algorithms, with SVM being the one that performs the worst. Color descriptors outperform texture

ones, as in Chapter 4. However, the gap between the two types of features is smaller than when they

are used as global features.

Table 5.1: Best classi�cation results obtained using local features.

Classi�er Descriptor SE SP S

AdaBoost
Opponent Histograms 90% 84% 0.124

Amplitude Histogram 87% 81% 0.154

SVM-RBF
L*a*b* Histograms 87% 79% 0.162

Orientation Histogram 78% 88% 0.182

kNN
RGB Histograms 100% 76% 0.096

Gabor Filters 91% 77% 0.146

Random Forests
L*a*b* Histograms 94% 77% 0.128

Gabor Filters 88% 88% 0.120

Figures 5.5 and 5.6 show the best results obtained using local texture and color features, as well

as a comparison with the performance of the same descriptors when used as global features.

According to the results, local features outperform or have a similar performance to the global

ones. One of the most relevant results is the improvement in the performances of the orientation

histogram and Gabor �lters. These descriptors seem more suitable as a local features, since they

achieve signi�cantly better scores when used with the BoF model. The gradient amplitude shows

a similar performance in both cases, with slightly better results in the case of BoF. Color features

achieve good results either as global or local features. Most of the local systems achieve higher SE

when compared with their corresponding global systems, without signi�cantly decreasing the SP.
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AdaBoost SVM

kNN Random Forests

Figure 5.5: Comparison between local (� ) and global (� ) texture features. The descriptors are: amplitude

histogram (green), orientation histogram (red), and Gabor �lters (blue).

5.4 Conclusions

This chapter uses local features to characterize skin lesions and compares the performance of

these features against global ones. The results show that local features perform well and some

of them signi�cantly outperform global ones. Among all the descriptors, it is important to note the

improvement in the performance of texture features.

The obtained results show that, as expected, it is important to characterize certain aspects of

the lesions using local features, instead of averaging these cues along the whole lesion. Thus, this

kind of information should be included in a �nal CAD system. Based on the results obtained on this

chapter and on chapter 4, the texture of the lesions should be characterized using local features.

Color features can be simultaneously used to describe global and local aspects of the lesion, since

the results were similar. Nonetheless, it would be preferable to use local color features, in order to

effectively characterize localized color structures, such as blue-whitish veil.

66



AdaBoost SVM

kNN Random Forests

Figure 5.6: Comparison between local (� ) and global (� ) color features. The color spaces are: RGB (blue), HSV

(red), L*a*b* (green), and Opponent (cyan).
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6.1 Motivation

Most of the pattern recognition CAD systems proposed in literature report accurate results under

controlled conditions. However, it is not possible to perform a fair comparison between the different

methods, since each system is trained and tested using a different dataset. The datasets are usually

obtained using speci�c acquisition devices and illumination conditions. It is well known that changes

in the acquisition setup can alter the colors of an image, as it is exempli�ed in Figure 6.1. The medical

expert has the ability to cope with this variability, but a CAD system will have dif�culties, since such

variability introduces changes in the values of color-related features (e.g., color histograms). Most

CAD systems do not include a strategy to deal with this kind of problem. Therefore, they are not

robust in the presence of images generated by multiple sources.

Figure 6.1: Multi-source examples. Images from [9].

Besides making it dif�cult to compare different methods, the lack of independence regarding the

acquisition setup makes most of the CAD systems unsuitable to be used in clinical practice, since

nowadays it is common to use teledermoscopy [143]. This is a technique where the dermoscopy

images are acquired at local health facilities and sent to a central hospital, to be analyzed by a

dermatologist. Each health unit is equipped with a different dermatoscope and acquire the images

using speci�c illumination conditions. Since the CAD systems are not prepared to cope with this

situation, their performance will be severely degraded. The same problem is observed when one

uses the commercial EDRA database of dermoscopy images, which was acquired at three hospitals

(University Federico II of Naples and University of Florence, both in Italy, and University of Graz in

Austria) using different acquisition setups [9].

The goal of this chapter is to investigate strategies to deal with the problem of color-based CAD

systems that are trained and tested using multi-source images. To deal with the multi-source problem

it is assumed that color variations can be corrected using color constancy algorithms, which have

been used in other pattern recognition and feature extraction problems [77].

6.2 Related Work

6.2.1 Color Normalization Applied to Dermoscopy Images

Different research groups have proposed color normalization strategies to deal with dermoscopy

images. Most of the approaches are hardware-based [80, 83, 147, 195]. These approaches calibrate

images by determining a set of internal camera parameters (e.g., camera offset, color gain and aper-
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ture) as well as a transformation matrix that is used to convert the images to a device independent

color space.

Haeghen et al. [83] were among the �rst ones to propose a calibration model of this type. Their

calibration procedure consists of converting the images from an unknown RGB color space, which

depends on the acquisition system, to the device invariant sRGB space. Calibration is performed in

a set of sequential steps. First they start by sequentially determining the speci�c parameters of the

acquisition system, namely the camera offset, the frame grabber, the camera aperture, and its color

gain. By knowing these four parameters it is possible to maximize the dynamic range and resolution

of the system. Then, they use the 24 Gretag-Macbeth ColorChecker's (GMCC) patches to compute

the parameters of the transformation matrix. This task is performed in two different stages. First,

using a spectrophotometer, they acquire the CIE L*a*b* values of each patch after their conversion to

sRGB. This allows them to determine the real values of the transformation from RGB to sRGB. Next,

they compute the speci�c transformation matrix of the imaging system. This task is accomplished

by acquiring the 24 GCMM patches using the imaging system. With these two sets of values, it

is possible to obtain a set of linear equations that can be used to estimate the components of the

transformation matrix.

Grana's et al. calibration model [80] starts with the correction of border and illumination defects.

The former is applied to remove the black pixels associated with the frame of the image or with the

black ring of the dermatoscope. The later consists of a �ltering step, whose purpose is to correct the

regions of the image where the illumination is not uniform. This �ltering step is carried on separately

for each color channel. The next step computes the gamma value of the camera and corrects it in

all the images. With this correction, they obtain the RGB values that can be transformed into device-

independent XYZ values. To determine the coef�cients of the matrix that transforms RGB in XYZ

they follow the same approach as Haeghen et al. [83], using the GCMM patches and XYZ instead of

La*b*. Finally, they convert the images from XYZ to a new standard color space. Grana et al. state

that the sRGB space used by Haeghen et al. [83] is not appropriate for dermoscopy images, since the

color contrast is lower. Therefore, Grana et al. propose a new color space to describe the images. To

determine the parameters of the conversion matrix from XYZ to the new space they have used a set

of different colors extracted from dermoscopy images.

Wighton et al. [195] proposed a color calibration model for low-cost digital dermatoscopes. Their

method not only corrects color and inconsistent illumination, but also deals with chromatic aberrations.

First they start by performing color correction. This task is carried on as in the work of Grana et al. [80].

The following step is lighting calibration. Wighton et al. start by creating an illumination map for each

channel of XYZ. This taks is performed using the white patch of the GCMM. After acquiring the patch,

its XYZ values are compared with the ground truth values obtained with the spectrophotometer. The

ratio between the ground truth and the acquired values lead to the correction maps. Finally, they

correct the chromatic aberrations.

The main issue with hardware-based calibration methods is that they require the estimation of

the device parameters as well as of the conversion matrix. In both cases, it is necessary to have

72



access to the acquisition device in order to be able to work with the GMCC. It is dif�cult to obtain this

kind of information when one is working with commercial databases such as EDRA [9] or when using

teledermoscopy, since in this case the images are acquired at different clinical units. Furthermore,

after a period of time the acquisition system requires re-calibration (e.g., [83]), which might be time

consuming and, consequently, overlooked.

To tackle the aforementioned issues, Iyatomi et al. [88] proposed a calibration system that is

software-based. Their method performs a fully automated color normalization using image content

in the HSV color space. Although Iyatomi's et al. method does not require knowledge about the

acquisition setup, it has a training step. In this step, they start by extracting simple HSV color features

from a dataset of dermoscopy images. Then, they use these features to build a set of independent

normalization �lters. In this stage, they include a selection process in which they reject the less

relevant �lters. The learning of the �lters increases the conceptual implementation and complexities

of the method. Furthermore, a �lters' bank has to be learned whenever the training set changes.

This chapter explores a different approach to normalize dermoscopy images. The approach is

based only on image information and does not required knowledge of the acquisition setup or a

training step. Furthermore, it has been shown to signi�cantly improve the performance of the CAD

system when the images are acquired by multiple sources [13].

6.2.2 Other Color Normalization Algorithms

Color normalization has been studied by the computer vision and image processing communities.

Among the different strategies proposed to normalize image colors there are approaches that try

to account for the color of the light source, called color constancy algorithms [77, 101, 168]. A close

examination of Figure 6.1 shows that part of the reason why the images look so different is the color of

the light source. Particularly, the 4th image was clearly acquired using a light source that is saturated

on the red channel. This evidence suggests that color constancy is suitable to deal with uncalibrated

dermoscopy images.

One of the most popular color constancy methods is the gamut mapping described by Forsyth [71].

To be able to estimate the illuminant color, this method assumes that there is only a limited set of RGB

values that can be observed under a given light source. This set is called gamut and the objective

of the algorithm is to estimate the transformation that maps an observed gamut into the canonical

one, where the canonical gamut is the set of RGB values observed under the canonical white light.

Despite its potential high accuracy, gamut mapping shows some drawbacks: it requires training data

acquired under a known light source and it is dif�cult to implement [77]. As a matter of fact, these two

drawbacks are common to any of the other learning-based color constancy methods that can be found

in literature, such as the color-by-correlation method proposed by Finlayson et al. [68] or the semantic-

based method proposed by van de Weijer et al. [188] (see [77] for a description and comparison of

different methods). Applying these methods to a dataset such as EDRA would be impractical since

this would imply separating the images from different hospitals using their color content.

An alternative to the previous methods are the much simpler statistics based algorithms. These
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methods use low-level image features, like the mean value or the maximum response, to estimate

the color of the light source. It has been demonstrated that, with appropriate parameter values, these

methods achieve similar performance to that of more complex methods [68, 77, 188]. Furthermore,

they are simple to implement, fast, and only require the tuning of a few parameters. This thesis

considers four methods to compensate color distortions: gray world [30], max-RGB [105], shades of

gray [69] and general gray world [188].

6.3 Color Constancy

6.3.1 Color Constancy Framework

The goal of color constancy is to transform the colors of a color image I , acquired using an

unknown light source, so that they appear identical to colors under a canonical light source [77,

101, 168]. Usually, it is assumed that this canonical light source is the perfect white light. Color

transformation is accomplished in two separate steps. First, the color of the light source is estimated

in the RGB color space [eR eG eB ]T . Then, the image is transformed using the estimated illuminant.

Different algorithms can be used to estimate the color of the illuminant. In this chapter four algo-

rithms that use image statistics to estimate the color of the illuminant are investigated: gray world [30],

max-RGB [105], shades of gray [69], and general gray world [188]. For a color image I , each compo-

nent of the illuminant ec, c 2 f R; G; B g, is estimated based on the following expressions (see [77] for

details)

� Gray world R
I c(x)dx
R

dx
= kec ; (6.1)

� max-RGB

max
x

I c(x) = kec ; (6.2)

� Shades of gray
� R

(I c(x))pdx
R

dx

� 1=p

= kec ; (6.3)

� General gray world
� R

(I �
c (x))pdx
R

dx

� 1=p

= kec ; (6.4)

where I c denotes the c-th component of image I , x= ( x; y) denotes the pixel coordinates, and k is a

normalization constant that ensures that e = [ eR eG eB ]T has unit length with respect to the Euclidean

norm. Shades of gray and general gray world use the Minkowski norm to estimate the color of the

illuminant, which depends on a parameter p, chosen by the user. Finally, I �
c (x) is a smoothed image,

obtained by �ltering I (x) with a Gaussian lowpass �lter with standard deviation � . Both � and p can

be tuned according to the dataset.
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An interesting aspect of the studied color constancy algorithms is that they are related to each

other. Gray world and max-RGB are special cases of shades of gray, for p = 1 and p = 1 , respec-

tively. General gray world is an extension of shades of gray where image noise is removed by lowpass

�ltering.

After estimating e, it is possible to transform the image I . A simple way to model this transformation

is by using the von Kries diagonal model [193]
0

B
B
@

I t
R

I t
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I t
B
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A =
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B
B
@

dR 0 0

0 dG 0
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@
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1

C
C
A ; (6.5)

where [I R ; I G ; I B ]T denotes the pixel value acquired under an unknown light source, and [I t
R ; I t

G ; I t
B ]T

denotes the transformed pixel value, as it would appear under the canonical light source,. The canon-

ical light source is assumed to be the perfect white light, i.e., ew = (1 =
p

3; 1=
p

3; 1=
p

3)T . The matrix

coef�cients f dR ; dG ; dB g are related to the estimated illuminant e as follows

dc =
1

p
3ec

; c 2 f R; G; B g : (6.6)

6.3.2 Gamma Correction

Image acquisition systems, such as the ones used to acquire dermoscopy images, transform

sRGB values using gamma (
 ) correction curves, leading to what is called non-linear R'G'B'. In prac-

tice, this correction is applied for visualization purposes, since it reduces the dynamic range, i.e.,

increases the low values and decreases the high values, as can be seen in (6.7), where I c(x) 2 [0; 1]

and c 2 f R; G; B g.

I 0
c(x) =

(
12:92I c(x); if I c(x) � 0:0031308

1:055I c(x)1=
 � 0:055; otherwise
(6.7)

The main problem with 
 correction is that digital systems store images after this correction is

applied. However, the color constancy algorithms are derived for the sRGB values. Thus, before

processing the dermoscopy images it is necessary to undo the 
 correction. The transformation of

R'G'B' to sRGB is simply performed by inverting (6.7) [145]

I c(x) =

8
<

:

I 0
c (x)

12:92 ; if I 0
c(x) � 0:03928�

I 0
c (x)+0 :055

1:055

� 

; otherwise

(6.8)

where 
 is set to the standard value of 2.2 [145].

6.3.3 General Color Constancy Framework

The block diagram of the experiments carried on this chapter is displayed in Figure 6.2. First,

gamma correction is performed using (6.8). Then the color of the lighting source is estimated using

one of the methods described in Section 6.3.1and the image colors are normalized using (6.5). If

one wants to use other color space besides RGB, the following step consists of transforming the color

components of each pixel into the new color coordinates. Finally, the CAD system is applied to the
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image to diagnose it. Figure 6.3 exempli�es the color normalization process on an image from the

EDRA dataset using the shades of gray method (p = 6 ).

Figure 6.2: Color normalization framework.

Figure 6.3: Example of color normalization: original image (left), gamma correction (middle), and corrected

image using shades of gray (p = 6 ).

6.4 Experimental Framework

The BoF model is used to evaluate the performance of the color constancy methods. This al-

gorithm was presented and evalutated in Chapter 5. The experimental pipeline is shown in Figure

6.4.

Figure 6.4: Block diagram of the experimental system. Image from [13].

The �rst step is to apply one of the color constancy algorithms described in the previous section.

Then, the lesion is separated from the healthy skin. As before, the lesions were manually segmented

by an expert. Image sampling is performed using the Harris-Laplace keypoint detector, which has

been shown to perform well in dermoscopy image classi�cation [18]. The support region of each
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keypoint is a square patch of size 40� 40 centered on the keypoint. Patches that intersect the lesion

in less than 50% of its area are excluded.

Image patches are characterized by 1-D color histograms. The selection of color features is directly

related with the goal of this work, since the values of these features are the ones that are most

in�uenced by changes in the acquisition setup. Two color spaces are used in the experiments. The

�rst one is RGB, since this is the default color space of the dermoscopy images and it is highly

dependent on the color of the light source. Experiments are also performed using the HSV space.

Studies have shown that color constancy can also be applied before converting RGB images to other

color spaces. Thus, this hypothesis is tested in this work using 1-D HSV histograms.

Clustering, feature quantization, and histogram building are performed as described in Chapter 5.

Lesion classi�cation is performed using a SVM classi�er with the RBF kernel.

6.5 Experimental Results

6.5.1 Dataset and Evaluation Metrics

Previous chapters used the PH2 database acquired under controlled conditions at a single hospital

(Hospital Pedro Hispano, Matosinhos). In this chapter, all the experiments were carried on using the

EDRA database [9] that contains images collected at three different hospitals: University Federico II

of Naples (Italy), University of Graz (Austria) and University of Florence (Italy). Some examples of this

database can be seen in Figure 6.1. A set of 482 images (50% melanomas) was selected as follows.

First, most of the available melanomas were considered. Then, the same number of benign lesions

was randomly selected from the following categories: blue nevi, clark nevi, spitz nevi,combined nevi,

and dermal nevi.

Five BoF models were trained. The �rst was trained using non-normalized images and the remain-

ing four were trained using one of the four previously described color constancy methods. A set of hy-

perparameters was tunned for each of the models using the grid search method. The hyperparamters

optimized for all systems were the number of bins of the RGB/HSV histograms f 4; 16; 24g, the number

of centroids f 25; 50; :::; 300g, the penalty C given to the soft margin in SVM C 2 f 2� 5; 2� 4; :::; 25g, and

the width of the RBF kernel � 2 f 2� 6; 2� 5; :::; 26g. Speci�c parameters of the shades of gray (6.3) and

general gray world (6.4) were also optimized: p 2 f 1; 2; ::; 10g and � 2 f 1; 2; :::; 5g, as proposed in [77].

All the systems were evaluated using the SE and SP statistics. These metrics were computed using

a 10-fold cross validation method. The �nal number of trained systems was 1081080.

6.5.2 Results

Figure 6.5 shows the values of the light source for each image of the dataset, estimated using the

four previously described color constancy algorithms (see Section 6.3).

It is interesting to notice that the gray world (6.1) (1st row), shades of gray (6.3) (3rd row), and

general gray world (6.4) (4th row) methods consider that most of the images need a signi�cant cor-
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Figure 6.5: Estimation of the color of the light source for each of the images (samples) and each of the color

channels using Gray World (1st row), max-RGB (2nd row), Shades of Gray p = 6 (3rd row) and General Gray

World p = 3 and � = 2 (4th row). The black line corresponds to the ideal color of the light source (white light

source).

rection since there is a signi�cant deviation between the estimated light source and the white one with

eR = eG = eB = 1=
p

3 ' 0:577. On the other hand, according to the max-RGB method (6.2) (2nd

row) there are less images that need to be normalized. This might be explained by that fact that while

the three �rst methods use all the pixels in the image to compute the value of the illuminant in each

color channel, max-RGB only uses the pixel with the highest value in each color channel.

Some examples of normalized images, as well as the estimated values of the corresponding light

sources are shown in Figure 6.6. These results clearly show that the color constancy algorithms alter

the appearance of the images, making them look more similar. This is more noticeable in images

illuminated by a reddish light source (see Figure 6.6 1st and 4th columns), where the colors of the

lesions and surrounding skin become much more distinguishable. Furthermore, color constancy also

seems to enhance the contrast inside the lesion (see Figure 6.6 2nd column) and between the lesion

and the surrounding skin, as can be seen in Figure 6.6 1st column. This last image is very interesting
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Figure 6.6: Color constancy examples. From top to bottom Original Image, Gray World, max-RGB, Shades of

Gray (p = 6 ), and General Gray World (p = 2 ; � = 3 ). Images from [13].

because without the color constancy it would be almost impossible to notice the light brown area

that surrounds the darker center of the lesion, which might lead to an incorrect segmentation and

consequent loss of color information. Separately analyzing each of the color constancy algorithms, it

is possible to notice that gray world (2nd row) and general gray world (5th row, � = 2, � = 3) are the

ones that most alter the images, giving them a grayish color. Shades of gray (4th row, � = 6) mitigates

this effect, giving the images a more normal coloration. Max-RGB seems to be the algorithm that least

alters the aspect of the lesions. This was already observed in Figure 6.5. Recall that this algorithm is

the limit of shades of gray for � = 1 , which explains its performance.

Table 6.1 shows the classi�cation results obtained by the best con�gurations of the CAD system

and using 1-D RGB histograms. These results show that all four classi�cation algorithms signi�cantly

improve the performance of the classi�cation system. Shades of gray seems to slightly outperform the

other methods. This was also veri�ed in the case of the HSV color space, where the use of shades of

gray improved the results from SE = 73:8% and SP = 76:8% to SE = 73:9% and SP = 80:1%. This

means that color constancy can be used to improve the performance of color features based on the

HSV space.
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Table 6.1: Classi�cation results with and without color constancy, using RGB histograms.

Algorithm SE SP

None 71.0% 55.2%

Gray world 78.8% 75.2%

max-RGB 79.2% 75.5%

Shades of gray 79.7% 76.0%

General gray world 79.6% 75.6%

It is important to assess if other features, such as texture, can be affected by the use of color

constancy. To answer this question, color constancy was applied to systems trained using SIFT

features. These features have already been used in the classi�cation of dermoscopy images [18].

Table 6.2 shows the obtained results. As expected texture features are not signi�cantly in�uenced

by the use of color constancy, and there is even a marginal improvement in the performance. This

improvement is mainly noticeable in the case of shades of gray.

Table 6.2: Classi�cation results for SIFT features with and without color constancy.

Algorithm SE SP

None 78.3% 63.9%

Gray world 80.4% 62.7%

max-RGB 78.8% 64.8%

Shades of gray 80.2% 65.6%

General gray world 75.9% 67.3%

Color constancy was also applied to the PH2 database. This dataset was acquired at a single

hospital with the same experimental setup. It was concluded that no degradation of the system

performance is observed [15].

6.6 Conclusions

This chapter investigates the application of color constancy to normalize the colors of dermoscopy

images was investigated. The importance of color normalization and the performance of the four

studied methods was assessed using a BoF model to classify dermoscopy images. The experiments

were performed using images acquired at three different hospitals.

The results showed that the performance of the system signi�cantly improves when color con-

stancy is used. This was veri�ed not only for color features of RGB and HSV color spaces, but also

for texture features. The results also suggest that shades of gray is the most suitable method, among

the four tested.

It has also been shown that color constancy operation does not degrade the performance of the

system when the system is applied to images from a single source.

All of the investigated methods are very easy to apply and do not need any training, which means
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that it is not necessary to have any information about the acquisition setup used to acquired the

images.
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7.1 Motivation

The goal of the previous chapters is the comparison of different types of features, in order to assess

their relevance and discriminative power. Three different problems were investigated: i) comparison

between four types of global features (color, texture, shape, and symmetry), performed in Chapter 4;

ii) comparison between global and local features (color and texture), performed in Chapter 5; and iii)

extension to a more challenging multi-source problem, described in Chapter 6.

Each of the previous studies led to interesting conclusions, as well as to the formulation of new

questions. An important question that remains to be addressed is: what can one gain from combining

different types of features? Almost all of the CAD systems found in literature use more than one type

of features to describe lesions, which suggests that combining the information will help improve the

detection scores. However, combining different features (called feature fusion) is not a simple task.

Dermoscopy works usually adopt the strategy of concatenating all of the features into a single feature

vector (early fusion) [104]. However, there is no guarantee that this is a good approach. Works

in other areas of application have shown that early fusion is not always a good choice to combine

different types of features (e.g., color and texture) [58,177], and suggest the use of another approach

called late fusion [104]. The idea of late fusion is to train a set of classi�ers, each one depending on

a different feature, and in a second step, the classi�er outputs are combined.

The goals of this chapter are: i) to assess if it is possible to signi�cantly improve the results by

combining different features (global and local - color and texture); and ii) to provide a comparison

between the two fusion strategies (early and late fusion). A detailed study of the early fusion of

several types of features was recently discussed in [149]. However, late fusion has never been applied

to dermoscopy image classi�cation.

It is important to stress that the goal of this chapter is not to perform an extensive study on feature

fusion, but only to study two simple strategies to combine different features and improve classi�cation

scores.

7.2 System Overview

Figure 7.1 shows the block diagram of a CAD system with early fusion of image features. Similarly

to the previous work, each of the lesions was manually segmented, in order to separate them from

the healthy skin.

As discussed in Chapters 4 and 5, different features are used to characterize the properties of

skin lesions. These features can be separated into global features (representing the whole lesion by

a single feature vector) and local features (obtained by dividing the lesion into smaller regions, each

one characterized by a feature vector). Taking into consideration the results obtained in the previous

chapters, both types of features will be used:

� Global features: two classes of global features are considered in this chapter, namely color

histograms in three different color spaces: HSV, L*a*b*, and opponent, and texture (gradient's
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Figure 7.1: CAD system using early fusion.

Table 7.1: Features and respective parameter values.

Parameters

Feature Global Local

Color Histograms - HSV (C1),
32 bins per channel 16 bins per channel

L*a*b* (C2), and Opponent (C3) Spaces

Amplitude Histogram (T1) 16 bins

Orientation Histogram (T2) 16 bins

Gabor Filters (T3) N = 8 orientations and 3 scales � G 2 f 2; 4; 8g

orientation and amplitude histograms, and Gabor �lters). All of these descriptors are computed

as described in Chapter 4, i.e., the lesion is divided into two regions (border and inner part), and

features are separately extracted for each of these areas.

Shape and symmetry features are not used because it is not possible to computed these fea-

tures when the lesion is not fully contained within the image borders. As discussed in Chapter

4, the application of these features leads to a reduction of the PH2 dataset from 200 to 165

images, with only 12 melanomas out of the original 40. Therefore, in order to avoid excluding

melanomas, shape and symmetry features were discarded.

� Local features: these features are computed using the BoF approach described in Chapter 5.

The images are represented by a set of square patches of size 40 � 40 pixels, each of them

characterized using color and texture descriptors. These descriptors are the same ones used

as global features.

Table 7.1 shows a summary of the used color and texture descriptors, as well as the values of their

hyperparameters.

The feature fusion block will be discussed in the next section. The diagnosis block classi�es the

lesion as melanoma or benign. This block is trained using a set of images previously diagnosed by

a dermatologist. During the test phase, the learned classi�er is applied to new images to predict

their class. This will be done using the four classi�cation algorithms considered in Chapters 4 and 5:

AdaBoost [72], SVM [47] with a RBF kernel, kNN [60], and random forests [29].
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7.3 Feature Fusion Strategies

This chapter aims to compare possible schemes for feature fusion. The approach used in most

CAD systems is called early fusion, and consists of concatenating global features into a single fea-

ture vector. This is also a traditional approach in other research �elds. However, several authors

(e.g., [58,177]) question if early fusion is the most suitable approach when one is working with signif-

icantly different types features. Since one of the goals of this chapter is to incorporate the information

provided by local features, early fusion may not be the best choice. Alternatively, several works use a

methodology called late fusion, where the idea is to �rst train a set of classi�ers, each one depending

on a different type of feature, and then combine their outputs (e.g., [135,140]).

The investigation of feature fusion in the context of dermoscopy image analysis has never been

performed, to the best of our knowledge. Thus, the study performed in this chapter may provide

insightful information regarding this problem. The following sections describe the possible fusion

schemes and point out their strong and weak points.

7.3.1 Early Fusion

Figure 7.1 shows the scheme of a CAD system that uses early fusion. In this approach, different

feature vectors are extracted and combined into a single representation. The easiest strategy consists

of simply concatenating different feature vectors into a single one [104], without any further processing

besides normalizing all the features as in (4.20). Then, this new vector is fed to a classi�er to either

learn the decision rule (training phase) or to predict the diagnosis (test phase). Since this is the

approach commonly used in dermoscopy image analysis, it will also be the one evaluated in this

chapter.

An advantage of this strategy is that it performs the learning and classi�cation phases only once.

However, the feature vector that results from concatenating all of the features belongs to a high

dimensional space. This might hamper the learning process (curse of dimensionality) and lead to the

need of an additional feature selection step [104].

7.3.2 Late Fusion

Similarly to early fusion, this strategy also starts with the extraction of different features. Then,

each type of feature is used to train a different classi�er and the scores s of all of the classi�ers

(assumed to be in the interval s 2 [0; 1]) are combined in order to yield a �nal diagnosis. Figure 7.2

shows the general scheme for late fusion. Notice that the feature fusion block in Figure 7.1 is replaced

by a set of classi�ers and a scores combination blocks.

Different strategies can be applied to combine the scores of the trained classi�ers [104,135,140].

In this work two of them are compared:

� Majority Voting: This is a simple strategy where the scores of the different classi�ers are set

to be either 0 (benign) or 1 (melanoma). A �nal decision is performed by counting the number
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Figure 7.2: CAD system using early fusion.

of votes in each class, i.e., the number of classi�ers that gives 1 and those that give 0, and by

selecting the class with the highest number of votes. This method requires an odd number of

classi�ers

� Supervised Learning: A more elaborate approach consists of combining the scores of dif-

ferent classi�ers in a new feature vector that is fed to a �nal step of classi�cation. This means

that the training process comprises two stages of supervised learning: i) a set of classi�ers is

trained, each one using a different type of feature; ii) the scores of the classi�ers are used to

train a �nal classi�er that predicts the diagnosis. During the test phase, the �rst set of classi�ers

produces the scores while the last classi�er uses that info to obtain a �nal decision. In this

chapter, the scores are used to estimate the parameters of a logistic regression.

The main strength of late fusion is the focus on the different performances of the features. How-

ever, this technique is expensive in terms of learning effort, since it is necessary to train several

classi�ers [104].

7.4 Experimental Results

7.4.1 Dataset and Evaluation Metrics

The CAD systems were implemented and tested using the PH2 [126] and EDRA [9] databases.

The �rst database is composed of 200 melanocytic lesions (40 melanomas), while the second con-

tains more than 2000 images, including both melanocytic and non melanocytic lesions. A subset of

images was selected from EDRA to carry on the experiments: 241 melanomas (most of the available

ones) and 241 randomly selected benign melanocytic lesions among blue nevi, Clark nevi, Spitz nevi,

combined nevi, and dermal nevi. All of the EDRA images were normalized using the methodology

described in Chapter 6.

Different con�gurations were evaluated using both datasets. First, each type of features (global or

local) as well as the different descriptors (the three color histograms and the texture features) were

separately evaluated. Then, all of the possible feature fusion con�gurations were tested, ranging

from combining only two features, to combining all of them. In all of the experiments, the trained
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systems were optimized by nested cross validation, in order to obtain the best possible generalization

performance. Therefore, the parameters of the classi�ers were searched in the range of values

shown in Table 4.2, and the number of centroids K of the BoF algorithm was tuned according to

K 2 f 100; 200; 300g.

The performance of each system is evaluated using SE and SP statistics, as well as the cost

index (4.19). These metrics are computed using a nested 10-fold cross validation strategy, with

hyperparameters selected by grid optimization.

7.4.2 Results

Four classi�cation algorithms were tested in this chapter (Adaboost, kNN, SVM with a RBF kernel,

and random forests). In order to keep the focus of the results on the comparison of fusion strategies,

the results presented on this section are restricted to the best ones, obtained using random forests.

Table 7.2 shows the best results for each type of feature and descriptor without fusion.

Table 7.2: Results for lesion diagnosis using single features and random forests. Best performance in bold.

Global Local

Dataset Feature SE SP S SE SP S

PH2

C1 87% 86% 0.134 92% 79% 0.132

C2 86% 86% 0.140 94% 77% 0.128

C3 89% 84% 0.130 92% 78% 0.136

T1 84% 80% 0.176 87% 85% 0.138

T2 61% 63% 0.382 90% 79% 0.144

T3 90% 63% 0.208 88% 88% 0.120

EDRA

C1 77% 69% 0.262 72% 65% 0.308

C2 79% 69% 0.250 71% 66% 0.310

C3 73% 72% 0.274 68% 69% 0.316

T1 73% 56% 0.338 82% 56% 0.284

T2 74% 54% 0.340 78% 56% 0.308

T3 74% 62% 0.308 79% 55% 0.306

The top three best early fusion results, among the 4083 possible feature combinations, can be

seen in Table 7.3. As expected, it is possible to improve the performance of the system by combining

more than one type of feature. Interestingly, the best results for the EDRA dataset are achieved using

only two types of features. It is also noteworthy that almost all of the setups where more than two

features were combined led to worse performances. This can be a consequence of the high dimen-

sional feature vectors that result from combining features using early fusion. Several works tackle this

issue using a feature selection algorithm [103]. However, this strategy leads to the additional prob-

lem of de�ning which is the most suitable feature selection algorithm, which has not been extensively

addressed in dermoscopy image analysis.

The top 3 best late fusion results out of 4083 possible feature combinations, can be seen in Table
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Table 7.3: Lesion diagnosis results using early fusion and random forests. Top 3 best pair con�guration/results -

G stands for global feature and L stands for local feature. Best performance in bold.

Results

Dataset Combination SE SP S

PH2

C2G + T1G 92% 89% 0.092

C3G + T3L 94% 86% 0.092

C2G + C3G + T2L +T3L 98% 87% 0.068

EDRA

C2G + T3L 77% 73% 0.243

C3G + T3G 80% 70% 0.236

C2G + T3G 83% 68% 0.232

7.4. These results were all obtained using supervised learning (logistic regression). Majority voting

achieved worse scores, as can be seen in Table 7.5. The performance of late fusion is better than

the one of early fusion. Moreover, it was possible to combine more than two types of features and

signi�cantly improve the classi�cation scores ( e.g., see the EDRA results). Since late fusion consists

of combining the outputs of different classi�ers (recall Section 7.3.2), it allows the use of multiple

descriptors without suffering from the curse of dimensionality that hampers early fusion. Another

strength of late fusion (not investigated in this work) is the possibility of combining the outputs of

different classi�ers, e.g. combine the output of multiple SVM and random forests. This might improve

even further the performance of a system, since one would be combining not only the strengths of

different descriptors but also the power of several classi�ers. The overall assessment of late fusion

suggests that this method is the best strategy to be incorporated in a CAD system.

Table 7.4: Lesion diagnosis results using late fusion for supervised learning. Top 3 best pair con�guration/results

- G stands for global feature and L stands for local feature.

Results

Dataset Combination SE SP S

PH2

C3G + T3G 93% 90% 0.082

C1G + T1L + T3L 97% 88% 0.067

C1G + C3G + T1L + T3L 98% 90% 0.052

EDRA

C1G + C2G + C3G + T3G +C2L + T2L + T3L 83% 72% 0.212

C1G + C2G + C3G + T2L + T3L 81% 76% 0.208

C1G + C2G + C3G + C2L + T2L + T3L 83% 76% 0.198

Examples of correctly classi�ed lesions for both datasets can be seen in Figure 7.3. This images

were correctly classi�ed by the best late fusion systems highlighted in Table 7.4.

The main focus of this chapter was the improvement of the classi�cation scores, and not to perform

a comprehensive study on feature fusion. Therefore, the performed experiences were not exhaustive,

in the sense that additional fusion strategies could have been considered. It is important to have in

mind that feature fusion is a large �eld and that both early and late fusion can be performed in different

90



Table 7.5: Comparison of the best diagnosis results obtained using majority voting and supervised learning.

Best pair con�guration/results - G stands for global feature and L stands for local feature.

Results

Dataset Combination Method SE SP S

PH2
C1G + T1L + T3L Majority voting 93% 95% 0.062

C1G + C3G + T1L + T3L Supervised learning 98% 90% 0.052

EDRA
C1G + C2G + C3G + T2L + T3L Majority voting 83% 63% 0.250

C1G + C2G + C3G + C2L + T2L + T3L Supervised learning 83% 76% 0.198

Figure 7.3: Correctly classi�ed melanomas (top) and benign (bottom) lesions. Examples for the PH 2 (left) and

EDRA (right) datasets.

ways. In the case of early fusion, the combination of several feature vectors into a single one does

not have to be as simple as was performed in this chapter. An example is the early fusion strategy

described in [135], where a kernel approach is used to combine the features. Alternatively, one can

scale the different feature vectors, before concatenating them [58]. Similarly, different methodologies

can be used to perform late fusion. Besides the methods described in this chapter, one could for

example: i) compute the average, median, maximum or minimum value of the scores [100]; or ii) train

a more sophisticated classi�er to predict a diagnosis using the scores as features [104]. However, a

thorough experimentation of all the possible methods was beyond the scope of this thesis.

7.5 Conclusions

This chapter addressed the problem of combining the different features (global and local) and

descriptors (color and texture) that were independently studied in Chapters 4 and 5. Two feature

fusion directions were explored: early and late fusion. The former is used in almost all dermoscopy

works, while the latter had never been applied in the context of dermoscopy image analysis. Both

strategies were studied in this chapter, in order to assess which of them was the most suitable.

The results showed that late fusion method is the best approach, with a SE = 98% and SP = 90%

(PH2), and SE = 83% and SP = 76% (EDRA), against SE = 98% and SP = 87% (PH2) and
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SE = 83% and SP = 68% (EDRA) obtained using early fusion. These results suggest that late fusion

is the best approach to be incorporated into a CAD system. Nonetheless, additional options can be

considered in both approaches (feature scaling, kernel methods, more complex classi�ers).
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8.1 Motivation

Chapters 4, 5, and 7 address the detection of melanomas using pattern recognition based strate-

gies. The �rst focused on the investigation of the role of different global features, namely, shape,

symmetry, color, and texture, while the second tries to overcome the lack of a localized description,

using a BoF model applied to local (color and texture) features. Finally, Chapter 7 discusses the fusion

of multiple cues (color/texture, global/local). Both global and local feature extraction approaches are

inspired by medical procedures. Global features are based on the ABCD rule of dermoscopy, while

the local features are inspired by the localized analysis of patterns and colors performed by derma-

tologists. However, CAD systems that use these features are not easily accepted by dermatologists

because they do not provide clinical information that justi�es the diagnosis. This has been pointed out

by different experts in [59]. Furthermore, the used features are general computer vision features that

are often dif�cult to be understood by dermatologists and cannot be easily associated with medical

cues.

An alternative strategy to overcome the previous issues is to develop a clinically oriented CAD

system. The main characteristic of this type of system is the focus on the detection and character-

ization of dermoscopic criteria that are considered relevant by the medical experts (recall Section

2.3.2). An important characteristic assessed by dermatologists is the color of the lesion. This as-

pect is considered in different medical procedures, such as the ABCD rule [182] or the 7-point check

list [7]. Moreover, dermatologists are aware that there are colors that are more common in malignant

than in benign lesions [9]. This chapter describes a methodology for computing a statistical model to

represent �ve clinically relevant colors (black, blue-gray, dark and light brown, and white).

8.2 Related Work

Detection of color related criteria has been previously investigated by different research groups

[37,41, 56,112,119, 123,164]. The vast majority of the works focused on the detection of melanoma

related dermoscopic structures, such as blue-whitish veil or regression areas [7]. One of the �rst

studies in this �eld used decision trees to classify the pixels of an image as blue-whitish veil or not [37].

Then, the detected veil regions were used to classify the lesions as melanoma or benign. Madooei

et al. [119] introduced alterations to the previous method, improving the computational cost. They

also proposed a new approach in which the blue-whitish veil was detected by color matching. To

achieve this goal, the authors created a color palette that contained samples of the colors that are

usually associated with blue-whitish veil. This color palette was constructed using the Munsell space.

Di Leo et a. [56] proposed a method to detect both blue-whitish veil and white regression areas. To

perform this task they started by segmenting the lesion into different regions, using the two principal

components obtained using PCA. Then, they classi�ed the segmented regions using a regression

tree. To describe each of the segmented regions they computed the mean and standard deviation

values in different color spaces: RGB, HSI, and CIE L*u*v*.
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Different shades of blue can be also associated with the diagnosis of a melanoma. Inspired by this

medical characteristic, Lingala et al. [112] proposed an approach to identify multiple shades of blue in

dermoscopy images. They started by segmenting different blue areas using fuzzy sets. Then, each

of these areas was characterized using shape, color, and texture features. Finally, a SVM algorithm

was used to classify the lesion as melanoma or benign.

Other research groups followed a different direction and focused on the quantization and/or iden-

ti�cation of clinically relevant colors. Some groups performed color quantization using relative his-

togram approaches or clustering, and then used this information to classify the lesion as malignant

or benign [41, 103]. It is undeniable that an approach that tries to account for the number of colors

is medically inspired, since color quantization is also performed in the ABCD rule. However, this

type of color quantization is performed without using medical information about the quanti�ed colors,

i.e., a description of the clinically relevant colors is not provided to the system. This means that, for

example, the clustering of the colors might lead to color representations that do not have a medical

counterpart. In order to solve this problem some research groups performed color quantization us-

ing a restrict number of colors (usually those considered in the ABCD rule) [123, 164]. The clinically

relevant colors are individually identi�ed using a color matching approach, in which a color palette is

used to describe the colors. The construction of the color palette is performed during a training step

and is built based on color regions manually segmented by one or more experienced dermatologists.

The goal of this work is to identify the presence of clinically relevant colors [182] in dermoscopy

images. For each color, it is desirable that the algorithm is capable of identifying whether the color is

present or not, as well as to segment the regions in the lesion where that speci�c color can be found.

This last requirement will allow the dermatologist to validate the output of the method.

The designed system is a clinically inspired one, thus medical knowledge was incorporated in

the training process. Towards this aim, a dermatologist was required to identify and segment the

colors in different dermoscopy images. Then, this information was used to estimate a Gaussian

mixture model to represent each color. Gaussian mixtures have already been used with success in

challenging skin related problems such skin detection in videos and pictures [99], and dermoscopy

image analysis (e.g., lesion segmentation [124, 186], and global pattern detection [160]). To the

best of our knowledge, Gaussian mixtures models have not been applied to detect clinically relevant

dermoscopy colors.

8.3 Proposed System

Figure 8.1 shows the block diagram of the proposed system, which can be divided into pre-

processing, learning, and testing phases.

Each image is �rst pre-processed in order to remove misleading artifacts, namely skin hair and

re�ection pixels. This is performed using the pre-processing approach described in Chapter 3. An-

other important pre-processing step is color normalization. As shown in Chapter 6, image colors are

strongly in�uenced by the acquisition light source. To tackle this issue, color normalization is per-
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Figure 8.1: Block diagram of the color detection system.

formed using the Shades of Gray approach (6.3) with p = 3 . Finally, the image can be converted to a

different color space. Due to their properties, two color spaces are investigated in this chapter: RGB

and HSV.

In this work it is assumed that each color can be modeled by a mixture of Gaussians. Each of the

mixtures is learned using a set of patches, de�ned as region of interest (ROI) in Figure 8.1. These

patches are extracted from color regions that were manually segmented by a dermatologist. A feature

vector is used to characterize each patch and the parameters of the mixtures are learned using the

algorithm proposed in [67].

The �rst step of the color detection block is to sample the lesion into 12 � 12 non-overlapping

square patches and compute a feature vector to describe each of them. Then, the membership of

each patch to the learned color mixtures is computed and a color label is assigned to it. Finally, the

number of colors is estimated.

8.4 Learning Color Models

This section, describes the approach used to learn the Gaussian mixtures that represent the �ve

colors.

8.4.1 ROI Extraction and Representation

Images from the PH2 database are used to learn the color models. Among other characteristics,

this database incorporates 29 images with medical segmentations of clinically relevant colors: dark

brown, light brown, blue-gray, black, and white. Thus, these are the colors that are used in this

work. For each of the 29 images, the different color regions were manually segmented and labeled

by an expert dermatologist (see an example for each color in Figure 8.2 and consult [126] for further

details). There are 17 examples of both dark brown and light brown, 6 examples of blue-gray, and 4
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examples of both black and white. Only one example is available for the red color, thus this color is

not considered.

Figure 8.2: Examples of color regions medical segmentations.

A set of round training patches (ROIs), with a 5 pixels radius, was then randomly selected from

each region. Since there are considerably more examples of dark and light brown than of the remain-

ing colors, the number of patches extracted from each of the corresponding regions depends on the

color. Therefore, 250 patches were selected from each light and dark brown regions, 350 patches

from each blue-gray region, and 500 patches from each white and black regions. The �nal step com-

putes a feature vector to characterize each patch, which is its mean color. Depending on the number

of color spaces used, this feature vector can have a length of 3 or 6.

8.4.2 Learning Color Mixture Models

In this work, a statistical model is adopted to describe the colors, namely a Gaussian mixture

model. Since the training set is composed of annotated data, it is possible to independently compute

a mixture for each color. Thus, the �nal color palette comprises �ve different Gaussian mixtures, each

with the following probability density function

p(yjc; � c) =
k cX

m =1

� c
m p(yjc; � c

m ) ; (8.1)
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Figure 8.3: Fitting a Gaussian mixture to Black color examples. The gray dots are the projections of the RGB fea-

tures on two of the dimensions and the black ellipses are level-curves of each component estimate. Initialization

with kmax = 6 . The algorithm selected kc = 4 .

where c = 1 ; 2; :::; 5 denotes one of the �ve colors, kc is the number of components of the c � th

color mixture, � c
1:::� c

k c
are the mixing probabilities (� c

m � 0 and
P k c

m =1 � c
m = 1 ), and � c

m is the set

of parameters that de�nes the m-th component of the c � th Gaussian mixture. In this work, y is a

d-dimensional feature vector associated with each patch and

p(yjc; � c
m ) =

(2� ) � d
2

p
j� c

m j
exp

�
�

1
2

(y � � c
m )T (� c

m ) � 1(y � � c
m )

�
; (8.2)

where � c
m = ( � c

m ; � c
m ; � c

m ). Thus, the parameters to be estimated when learning a mixture are the

mean and covariance matrix of each component (� c
m ; j� c

m ), and the corresponding mixing probabili-

ties � c
m .

The most popular approach to estimate these parameters is the expectation-maximization (EM)

algorithm. However, it is not easy to select the best number of components of the mixtures using this

algorithm. To deal with this issue, Figueiredo and Jain [67] proposed an approach to learn mixture

models, using a variant of the EM algorithm that implements the minimum message length (MML)

criterion as the cost function, in order to automatically �nd the best number of components of a

mixture. The procedure tests all the component numbers in f kmin ; kmin + 1 ; :::; kmax � 1; kmax g using

the component-wise EM (CEM) for mixtures [42]. After achieving convergence with a certain k, they

set the component with smaller b� m to zero and rerun CEM until convergence. This task is performed

while k � kmin and, in the end, the estimated parameters as well as the number of components are

those which minimize the MML criterion. Furthermore, this algorithm is also able to overcome two

other drawbacks of the EM algorithm: its dependency on initialization and the risk of convergence

to the boundary of the parameter space, which may lead to meaningless results. For a detailed

description, see [67].

An example of the results of the algorithm can be seen in Figure 8.3, where a Gaussian mixture

is estimated for the training examples of the black color. In this example the algorithm was initialized
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with kmax = 6 and selected kc = 4 as the best number of components. It is import to stress that

the optimal number of components is not the same for all the colors. The training vectors y and the

learned mixture parameters are d-dimensional (only the �rst two coordinates are shown in the �gure).

8.5 Color Identi�cation

A hierarchical decision scheme is adopted to identify the colors: patch labeling and lesion labeling.

First, the lesions are separated from the surrounding skin, using manual segmentations performed

by an expert. Then, each lesion is sampled into small patches of size 12 � 12 using a regular grid.

This size was selected based on the average resolution of the dermoscopy images (570 � 760).

Furthermore, these dimensions make it possible to identify small color regions in the lesions, without

signi�cantly increasing the computational running times. Finally, a feature vector is computed to

characterize each patch, using the mean color as before. To assign a color label to each of the

patches, the posterior probabilities of each color c are computed as follows

p(cjy) =
p(yjc; b� c)p(c)

p(yjb� )
; (8.3)

where b� c = ( b� c; bRc; b� c), b� = ( b� 1; :::; b� 5), p(c) = 1 =5 is set to be equal for all colors, and

p(yjb� ) =
5X

c=1

p(yjc; b� c)p(c) : (8.4)

Then, the degrees of membership are sorted and the colors with the highest and second highest

values are denoted as c1and c2, respectively. This information is used to either label the patch or

reject it, as follows

1. If p(c1jy) � � and p(c2jy) < �p (c1jy), where � = 0 :35 and � = 0 :8 are thresholds that have been

experimentally determined, the patch is labeled according to color c1.

2. If p(c1jy) � � and p(c2jy) � �p(c1jy), the patch receives a label which expresses doubt between

c1 and c2.

3. If p(c1jy) < � , the patch is rejected.

The �nal step consists of deciding whether a color is present or absent in a lesion. This task is

performed using the patches previously labeled with one of the �ve colors. Patches that have doubt

labels are not considered in this process. For each color, the area of the patches with the correspond-

ing label (i.e., the number of pixels) is computed and compared with an empirically determined area

ratio threshold. Each color is validated only if its area ratio is above a speci�c threshold, where the

area ratio (� c) for color c is de�ned as

� c =
Apatches c

A lesion
: (8.5)

Apatches c is the total area of the patches labeled with color c and A lesion is the area of the lesion,

computed using the lesion segmentation mask provided by an expert. A different area ratio threshold

was experimentally determined for each color.
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8.6 Experimental Results

8.6.1 Dataset and Evaluation Metrics

As described in Section 8.4, 29 images from PH2 are used to learn the color models. These are

the only images for which color region segmentations performed by an expert are currently available.

A second set of 123 images is then used to validate the models. These images are different from the

ones used for training and color region segmentations are not available. Nonetheless, each of the

123 images has a label stating whether each color is present or absent.

A robustness experiment is performed using 340 images from the EDRA dataset. Although color

region segmentations are not available, each of the images is labeled according to the presence or

absence of the colors. EDRA is a more challenging dataset, not only because it has a higher number

of images, with greater color variability, but also because it is a multi-source dataset. Thus, the goal

of this experiment is to assess the robustness of the previously learned color models and determine

if they can be applied to other datasets acquired under different conditions.

To evaluate the performance of the algorithm, its outputs are compared with the labels provided

by the dermatologists. This means that the lesion labels provided by the algorithm using (8.5) are

compared with those of the expert. Then, three different statistics are computed:

� Sensitivity ( SE) - Percentage of images for which each color was correctly identi�ed;

� Speci�city ( SP) - Percentage of images for which each color was correctly non detected;

� Accuracy ( ACC) - Percentage of correct decisions.

These statistics are computed for each of the colors, using a formulation of one-vs-all. Table 8.1

summarizes the sizes of the training and test sets, as well as the number of images for each color.

Table 8.1: Number of color labels per class of lesion.

Color

Type of set Database/#Images Dark Brown Light Brown Blue-Gray Black White

Training set PH2(#29) 17 17 6 4 4

PH2(#123) 78 78 26 28 7

Test set

EDRA(#344) 303 247 226 179 15

8.6.2 Results

Four different questions are addressed in this section:

i) Compare the performance of single Gaussian models against Gaussian mixture models;

ii) Compare the performance of the classical expectation maximization (EM) algorithm against the

algorithm used in this work [67];
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iii) Compare the performances of RGB only, HSV only, and RGB+HSV;

iv) Determine if the estimated models can be applied to other datasets acquired under different

conditions.

The results for the �rst three questions were obtained using the PH 2 test set, while the results for the

last question were obtained using the EDRA test set (see Table 8.1). All of the models were trained

using the training PH2 training set of 29 images, described in Table 8.1.

The experimental procedures used to solve the three �rst questions were the following. First, the

�ve color models were learned using different con�gurations of feature vectors: RGB only, HSV only,

and the combination of the two. In the case of RGB four different systems were computed for each

color: single Gaussian, Gaussian mixtures of size 3/6/9 using EM, and Gaussian mixtures computed

using [67]. For the later, the mixture learning algorithm was initialized with kmax = 9 and kmin = 1 .

The initial values of the mixture components were computed as described in [67].

Table 8.2 shows the average color detection scores using the four RGB systems. Gaussian mix-

tures outperform a single Gaussian, as expected. The procedure used in this work to estimate the

mixture parameters as well as the number of Gaussians per color [67] shows a better average perfor-

mance than classical EM. Although the system trained with EM and 6 Gaussians per color achieved a

similar SE and a lower standard deviation, the average SP and ACC show signi�cantly higher stan-

dard deviations. Method [67] achieves low standard deviations for the three statistics, meaning that it

is more robust. The individual results for each color can be seen in Table8.3.

Table 8.2: Average color detection results on the PH2 test set using RGB features.

Estimation Method Average SE Average SP Average ACC

Single Gaussian 64.3%� 21.7% 78.3%� 8.9% 71.3%� 10.3%

EM-3 Gaussians 67.4%� 24.3% 76.4%� 14.8% 71.9%� 11.1%

EM-6 Gaussians 86.3%� 3.5% 74.0%� 16.8% 80.2%� 8.5%

EM-9 Gaussians 82.4%� 14.5% 70.3%� 19.5% 76.4%� 10.1%

Figueiredo and Jain [67] 86.6%� 6.4% 75.1%� 3.8% 80.8%� 3.7%

Table 8.3 show the color detection results for the HSV space. When compared with the statistics of

the RGB space, it seems like HSV leads to a marginal improvement of the average performance. HSV

also seems more appropriate to describe the blue gray color. The best detection scores are achieved

with the combination of the RGB and HSV feature vectors. Table 8.3 also shows the statistics obtained

with this system. By combining the two color spaces it is possible to improve the overall performance

of the system, achieving a better balance between SE and SP, and ACCs above 80% for all the color

models.

Figure 8.4 shows some examples of the output of the algorithm for different lesions of the PH2 test

set, as well as their ground truth labels. The color normalized images were also included in order to

exemplify how this process increases the color similarities among different images. It is interesting

to notice that even in the bottom case, where the image has an overall reddish hue, the proposed
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Table 8.3: Color detection results using RGB, HSV, and RGB+HSV.

Color Color Space SE SP ACC

Blue-Gray

RGB 76.9% 74.0% 75.5%

HSV 92.3% 80.5% 86.4%

RGB+HSV 88.5% 83.1% 85.8%

Dark-Brown

RGB 93.6% 76.0% 84.8%

HSV 94.9% 64.0% 79.4%

RGB+HSV 92.3% 72.0% 82.2%

Light-Brown

RGB 91.0% 72.0% 81.8%

HSV 91.0% 76.0% 83.5%

RGB+HSV 92.3% 76.0% 84.2%

Black
RGB 85.7% 72.0% 78.9%

HSV 85.7% 72.0% 78.9%

RGB+HSV 92.9% 78.7% 80.4%

White

RGB 85.7% 81.3% 83.5%

HSV 85.7% 74.0% 79.8%

RGB+HSV 85.7% 78.1% 81.9%

Average

RGB 86.6%� 6.4% 75.1%� 3.8% 80.8%� 3.7%

HSV 89.9%� 4.1% 73.3%� 6.1% 81.6%� 3.2%

RGB+HSV 90.3%� 3.1% 77.6%� 4.1% 84.0%� 1.9%

system is able to identify the colors in the lesion. The patches that were labeled as ”doubts” are also

shown in Figure 8.4. A search for the most frequent doubt labels revealed that there are four that are

more common than the others: the blue gray-black, the blue gray-dark brown, the dark brown-black,

and the dark brown-light brown.

The best color models learned using the 29 images of PH2 (RGB+HSV) were applied to the 340

images of the EDRA database. The color identi�cation results can be seen in Table 8.4. As in the

case of PH2, the system achieved an overall good performance with an average ACC of 76.5%.

The system performed well for most of the colors, especially if one considers that the number of test

examples for each color has been signi�cantly increased. Increasing the number of examples leads

to higher color variability, which may justify the reduced performance of the system for the black color.

Table 8.4: Color detection results for the EDRA dataset using RGB+HSV.

SE SP ACC

Blue-Gray 74.9% 81.0% 77.9%

Dark-Brown 81.7% 71.8% 76.8%

Light-Brown 83.8% 77.0% 80.4%

Black 70.3% 63.9% 67.1%

White 85.7% 76.5% 81.1%

Average 78.6%� 9.2% 74.3%� 6.5% 76.5%� 5.6
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Automatic colors: Dark brown and

light brown.

Automatic colors: Dark brown,

light brown, and black.

Automatic colors: Dark brown,

light brown, black, blue gray, and white.

Figure 8.4: PH 2examples : Original image and ground truth labels (left); Image after color normalization (mid-

dle), and Color Labels (right). The colored regions represent the identi�ed colors labels, while the green pixels

correspond to patches that have received one of the doubt labels.

Figure 8.5 shows some examples of the output of the system for the EDRA dataset. An interesting

aspect about the example in the �rst row is that there is no blue-gray training region with a color

similar to that of the lesion. Nonetheless, the system is still capable of correctly identifying that color

as blue-gray.

8.7 Conclusions

This chapter described an approach for the identi�cation of clinically relevant colors in dermoscopy

images. Each of the clinical colors (black, blue-gray, light and dark browns, and white) were modeled

using Gaussian mixtures. The Gaussian models were trained using 29 medically segmented images
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Automatic colors: Blue gray.

Automatic colors: Dark brown,

light brown, black, and blue gray.

Automatic colors: Dark brown and

light brown.

Figure 8.5: EDRA examples : Original image and ground truth labels (left); Pre-processed image, and Color

Labels (right). The colored regions represent the identi�ed colors labels, while the green pixels correspond to

patches that have received one of the doubt labels.

from the PH2 database and were validated using two different sets: 123 images from PH2, different

from the ones used for training, and 340 images from the EDRA dataset. Two color spaces were

investigated (RGB and HSV) and the experimental results showed that the best detection results are

achieved by combining their information. The results were promising with and average accuracy of

84.2% on the 123 PH2 images, and 76.5% on the EDRA dataset.

Despite the promising results, there is a signi�cant difference in the performance of some of the

color models in the two datasets. This might be related with differences color perception between the

dermatologist who annotated the training set and those that annotated the EDRA dataset. Another

explanation is the lack of similar examples on the training set. Both issues should be addressed in

future work, but this is a dif�cult direction. On one hand, the number of examples on the training

set should be increased but, as stated before, medical segmentations are dif�cult to obtain. This is
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a slow process, and expert dermatologists are not willing to segment clinical criteria because it is a

subjective task. On the other hand, the color region segmentations should be performed by more than

one expert. It would also be interesting to include training images acquired using different setups on

the training set, since it may increase the robustness of the models.

The colors addressed in this chapter are a subset of the ones considered in the ABCD rule (see

Table 2.2). This method assesses the lesion for the presence of six color, but unfortunately it was

not possible to model the missing color (red/pink) due to lack of training examples for this color. The

need of region segmentations to learn the color models can be seen as the downside of the proposed

method. Nonetheless, it is important to stress that whenever enough training examples are provided,

the algorithm is capable of learning color models and performs well, as shown by the results.
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9.1 Motivation

The previous chapter described a methodology to detect the ABCD rule's colors. This method

could be combined with the one described in Chapter 3, in order to develop a clinically inspired sys-

tem that would perform the automatic diagnosis based on two medical criteria: colors and pigment

network. However, dermatologists take into account more than two dermoscopic criteria when per-

forming a diagnosis [7, 182], which means that it is necessary to increase the number of criteria

detected by the system. As one might imagine, the development of several detection strategies, each

one specialized for one of the dermoscopic criteria, is a cumbersome task. On one hand, some of

the criteria are subtle structures that are not easy to identify and detect. On the other hand, the

development of detection systems requires large datasets of images with detailed information: text

annotations stating which are the dermoscopic criteria that can be found in the lesions, and their cor-

responding segmentations. It is very hard to �nd datasets that contain all of this information. Usually,

the available ones lack the segmentations of the criteria, since this is seen as a subjective and time

consuming task that dermatologists are not willing to do. The absence of segmentations for clinical

criteria, hampers the development of CAD systems based on the independent models for each clinical

criteria. An example is the color detection method proposed in Chapter 8, where it was not possible

to learn a mixture model for the red/pink color due to lack of training examples.

This chapter proposes a strategy to detect dermoscopic criteria, which is able to deal with the

aforementioned problems. Moreover, the detected structures are used to develop a diagnosis system

that is able to distinguish between malignant and benign lesions. The proposed system is one of

the �rst of its kind and, to the best of our knowledge, the framework used to detect the dermoscopic

structures has never been applied to dermoscopy.

9.2 Related Work

9.2.1 Clinically Inspired CAD Systems

Clinically inspired CAD systems can be divided into two different categories: systems that are

based on the pattern analysis method proposed by Pehamberger et al. [141] and systems that are

based on the ABCD [182] or 7-point checklist [7] methods. An assessment of several works that fall

in these two categories can be found in Section 2.3.2.

A common trait to several of the clinically inspired systems found in literature is the use of seg-

mented dermoscopic criteria (e.g., colors) to train a detection algorithm. Several pattern analysis

methods use small portions of the lesions associated with the different patterns considered in [141].

Each of these regions is characterized using texture descriptors, e.g., �lters [156] or a Markov ran-

dom �eld [167]. Finally, this information can be used to learn a set of models, such as Gaussian

mixtures [160] or a dictionary of textons [156], to represent each of the patterns. The analysis of a

new image consists of �nding the pattern template that better represents the features, and label the

lesion accordingly.
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Other kind of systems that require segmentations are the ones that try to automatically detect

one or more of the six ABCD rule's colors [112, 123, 142, 161, 164]. The main step of these methods

is the estimation of a color pallet to represent the spectrum of admissible colors in a lesion. This

requires a representative training set, which is usually obtained by asking experienced dermatologists

to segment those colors in a (small) set of dermoscopy images. As before, the new images are

analyzed by matching their pixels with the templates. Works that focus on the detection of color

structures, such as blue-whitish veil [37, 56, 57, 119] and regression areas [49, 54, 56, 57, 181], also

require segmentations to train their models. Some of these methods extract features from positive

and negative regions and use them to train a classi�er, namely decision trees [37, 54, 56, 57] and

neural networks [49,181]. An alternative strategy consists of learning a color palette using the region

examples and then use a nearest neighbor approach to label new regions according to the estimated

palette [119].

The aforementioned works heavily rely on accurate segmentations of the different criteria per-

formed by experts. Unfortunately, this kind of information is dif�cult to obtain, as dermatologists often

provide text labels stating which are the dermoscopic criteria that they can observe in the lesions,

but avoid segmenting them. This makes it impossible to reproduce a signi�cant number of clinically

inspired systems. Moreover, the lack of segmentations hampers the development of full systems, as

happened in Chapter 8, where it was not possible to estimate a model for the red/pink color. Recently,

Madooei et al. [120] attempted to deal with the lack of segmentations, using a multiple instance learn-

ing (MIL) framework to detect blue-whitish veil. The MIL algorithm belongs to the category of methods

that are trained using weakly annotated data, i.e., the ground truth is formed by text labels only. Thus,

this algorithm is appropriate to cope with the lack of segmentations in dermoscopy image analysis.

Despite the promising results, this method has not been extended to other dermoscopic criteria, nor

has it been used to perform lesion diagnosis. This work was published at the same time as the �rst

results of this chapter [12].

Although the need for accurate segmentations is clearly the main problem of the clinically inspired

systems, other issues can be identi�ed. Few works try to diagnose the lesions using the detected

dermoscopic criteria (some exceptions are [5, 23, 37, 49, 57, 91, 112, 160, 164]), and even fewer at-

tempt the detection of more than one criterion [49, 54, 56, 57, 142]. Lesion classi�cation should be a

critical test, since it is the best strategy to determine the discriminative power of the detected criteria.

Nonetheless, performing the diagnosis using only one criterion is insuf�cient, since expert dermatol-

ogists base their decision on rules that consider a set of criteria.

This chapter describes a framework to deal with the aforementioned problems. The proposed

CAD system is able to identify multiple dermoscopic criteria, using an image annotation algorithm

that is able to learn from weakly annotated data (only text labels). The information provided by the

criteria is then used to diagnose the lesions as malignant or benign.
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9.2.2 Image Annotation

The automatic reproduction of human text labels is the goal of image annotation algorithms. This

task can be seen as providing a full caption for an image or video, stating which are the most relevant

concepts, and on some occasions complementing those concepts with speci�c regions of the image

(semantic segmentation). One of the major challenges of image annotation algorithms is that they

have to be trained using weakly labeled data, i.e., they have image labels but no indication of the

image regions that are connected to each of the labels [205, 209]. Recalling the previous section,

it is possible to notice that this chapter faces a similar issue: there is a set of medical text labels to

describe the lesions but the corresponding segmentations are missing. Thus, it makes sense to see

the detection of dermoscopic criteria as an image annotation problem.

Different types of annotation algorithms have been proposed [86]. A popular strategy is to treat

the annotation problem as a multi-class classi�cation problem [209], which can lead to different for-

mulations. The simplest one consists of decomposing the multi-label learning problem into several

binary classi�cation problems (one for each label) [27, 44, 208]. This approach has been shown to

obtain interesting results. However, learning a separate classi�er for each of the labels might not

be practical if there is signi�cant number of possible labels and training images. Furthermore, these

methods ignore the existence of label correlations, which can lead to suboptimal results. More so-

phisticated methods address these issues either taking into account the correlation between any pair

or group of labels [43, 76, 78, 94, 113, 146, 150, 198, 206, 211] or by converting the problem into one

of label ranking [62, 74, 162, 207]. The main downside of these methods is their high computational

complexity.

The classi�cation-based strategies found in literature can also differ in the way they characterize

the images. It is possible to either describe the whole image using a single feature vector, or to divide it

in different regions and separately characterize each of them. In the later, an image receives a certain

label if at least one of the regions is associated with it. These kind of methods are called multi-instance

multi-label (MIML) learning methods [34, 63, 86, 110, 136, 191, 199, 203, 210]. One of the relevant

aspects of MIML methods is that they are able to model the relationship between image labels and

regions. However, the MIML framework has a set of drawbacks. It lacks robustness in the presence

of outliers (a single outlier can bias the solution) and it is highly sensitive to initialization. Moreover,

these methods usually require the de�nition of the number of instances, which can be accomplished

by either breaking the images into a �xed number of regions or by applying the BoF framework before

the learning phase. If the later is performed, the clustering step might introduce errors and create

misleading prototypes. Finally, they rely on decomposing the learning task into a series of single class

multi-instance learning procedures, i.e., into multiple independent binary classi�cation problems.

An alternative to the classi�cation-based methods, are the ones that use a probabilistic formulation

to model the co-occurrence of image features and labels [21,25,34,61,65,93,106,111,132,153,185,

194]. The general idea is to use a Bayesian framework to estimate the posterior distribution of each of

the possible labels, given the observation of features from the image, de�ned as p(wm jr), where wm

is the m-th possible annotation and r is the set of image features. Then, the estimated probabilities

111



are ranked and the L labels with the highest posterior are selected to annotate the image. This makes

it possible to assign multiple labels to the same image.

The main difference between methods is the way they de�ne and estimate the joint probability of

words and images. Preliminary works on this topic treated the annotation problem as a translation

one, where the goal was to translate from image features to keywords [21, 61, 132, 153]. The frame-

work of these models is very simple. During the training phase, the images are divided into regions

and these regions are clustered in order to obtain a set of representative centroids. Then, the regions

are associated with the closest centroid and each of them inherits the labels of the image it came from.

The �nal step consists of either computing the co-occurrence between labels and centroids [132], or

to estimate the probability of the label wm given a centroid [61].

The main downside of the previous methods is that it is not appropriate for a region to inherit all

of the labels associated with the entire image. This problem was addressed in [65, 93, 106], where

instead of computing the joint probability of a label and a region, these methods estimate the joint

probability of a label and the entire image. In order to accomplish this, it is necessary to learn a model

that relates labels and images and another one that relates images and regions features. The cross

media relevance model (CMRM) proposed by Jeon et al [93] treats this problem as a discrete one.

Similarly to the translation problems described above, they decompose the images into regions and

then cluster them, in order to obtain a set of centroids. As before, the image regions are associated

with the closest centroid. The models for both labels and regions are computed using interpola-

tion. Lavrenko et al. [106] extended the previous model to a continuous formulation, proposing the

continuous relevance model (CRM). Feng et al. [65] propose a continuous way of addressing the

computation of the models, using the multiple-Bernoulli distribution to model the joint distribution of

labels and images. This model is called multiple-Bernoulli relevance model (MBRM).

Another type of probabilistic methods are those that de�ne the relationship between region fea-

tures and text labels in an indirect way, using hidden variables. An example is the correspondence

latent Dirichlet allocation (corr-LDA) algorithm [25], which belongs to the family of generative meth-

ods. This method assumes that there is a set of hidden variables called topics that are simultaneously

associated with a distribution over region features and possible text labels. Under this assumption, it

is possible to estimate a joint distribution of text labels and features and, consequently, the desired

labeling probabilities p(wm jr).

Similarly to classi�cation methods, probabilistic ones also have some limitations. Translation meth-

ods and the CMRM both require a �rst clustering step, which can make their performance very sensi-

tive to clustering errors [65]. MBRM and CRM do not require a preliminary clustering step. However,

these methods cannot be applied when one is trying to simultaneously label images and regions.

corr-LDA solves this issue, but requires a priori de�nition of the number of topics and the selection of

a suitable probabilistic formulation to model the region features. All of the described methods require

a preliminary segmentation of the image into regions, which makes them sensitive to noisy regions.
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9.3 Problem Formulation

Taking into account the considerations made by a committee of dermatologists in [59], it is possible

to de�ne two main requirements that the proposed system must ful�ll (see Figure 9.1):

i) Provide relevant clinical information to the dermatologists, i.e., replicate their identi�cation of der-

moscopic criteria. The system should provide a set of text labels stating which are the clinical

criteria that are present in the lesion and associate those labels with speci�c regions (region

annotation), such that they can be checked by the physicians.

ii) Diagnose the lesions, basing that decision on the detected clinical criteria. This ensures that the

features used by the system have a medical meaning, making it possible for the dermatologist to

understand and validate the automated diagnosis.

Figure 9.1: Desired output of a clinically inspired system.

The aforementioned requirements raise a set of problems. First, the medical criteria involve the

detection of very subtle structures. Second, the development of strategies to detect clinical criteria

usually requires large datasets of images with detailed information: text annotations stating which are

the criteria that can be found in the lesion and corresponding region segmentations. The segmen-

tations are used in the training of several algorithms, as mentioned in Section 9.2.1. Unfortunately,

most datasets lack segmentations and only provide text labels, as exempli�ed in Figure 9.2, since

performing the latter is seen as a time consuming and subjective task by the experts. Finally, it is not

easy for a computer to convert the detected criteria into information that can be used to automatically

diagnose melanomas.

Each of the aforementioned problems is addressed in this chapter. The lack of reliable segmen-

tations associated to the clinical features is tackled using an image annotation approach. Section

9.2.2 presented several annotation algorithms, each with different properties. All of the presented

approaches have pros and cons. Supervised classi�cation strategies can range from simple binary

classi�cation models to more complex methods, where statistical relations between the different la-

bels are considered for the annotation process. Region annotation is performed using methods based

on the MIML framework, which has been shown to achieve interesting results. However, MIML meth-

ods have a series of drawbacks, such as the need to de�ne the number of regions per image or the
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Colors: Dark brown, light brown, red, and white. Colors: Dark brown, black,light brown, and blue.

Texture Structures: Dots. Texture Structures: Pigment network and dots.

Color Structures: Regression areas. Color Structures: Blue-whitish veil.

Diagnosis: Melanoma. Diagnosis: Benign.

Figure 9.2: Images and annotations provided by dermatologists [9].

inclusion of a preliminary clustering step, and the decomposition of the learning process into single

class learning procedures. Some of the probability based methods are also suitable for region label-

ing (e.g., [25, 61, 132]). The co-occurrence method [132] and the translation method [61] suffer from

assuming that each of the regions inherits all of the labels of their mother image. corr-LDA [25] does

not make this assumption, thus it is an appropriate choice for this work.

Since some medical criteria can be dif�cult to detect, it is important to select a subset that play

an important role in the diagnosis. The selected criteria correspond to different characteristics of the

lesions and can be divided into three classes (as exempli�ed in Figure 9.2):

� The six colors (C) - dark and light browns, blue-gray, black, white, and red [182];

� Two texture structures (TS) - pigment network and dots/globules [182];

� Two color structures (CS) - blue-whitish veil and white regression areas [7].

Finally, all of these criteria are used to extract appropriate features for lesion diagnosis.

There are two main differences between the proposed system and other clinically inspired meth-

ods: i) most of the methods focus on the detection of one or two clinical criteria [103], while the

proposed method detects a larger number of criteria that characterize different aspects of the lesion;

and ii) few methods try to diagnose melanomas using the clinical features [103], which is performed

in this chapter.

9.4 System Overview

This section succinctly describes the clinically inspired CAD system proposed in this chapter [14].

The sequential framework of the system is similar to the analysis performed by dermatologists, i.e.,

�rst the system tries to identify the presence or relevant dermoscopic criteria and then performs a

diagnosis using this information. Figure 9.3 exempli�es the pipeline of the system.

The �rst step consists of dividing the image into smaller regions (see Figure 9.3), each of them

characterized by a feature vector rn . An image is assumed to be represented by a set r = f r1; :::; rN g,
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Figure 9.3: Clinically inspired CAD system.

which comprises the feature vectors from all of the N regions. The segmentation strategy will be

discussed in Section 9.5. The features that characterized the regions are discussed in Section 9.6. It

is assumed that each of the images has one or more text labels.

The next step is the identi�cation of the dermoscopic criteria that are present in the lesion. This

is a two fold task, as exempli�ed in Figure 9.3, where the medical criteria are associated with one

or more regions (local labels) and text labels are produced for the entire image (global labels) . The

detection of the criteria is based on the generative model corr-LDA [25], which is estimated using a

database of weakly annotated images. The probabilistic formulation of corr-LDA as well as speci�c

aspects of the annotation process will be discussed in Section 9.7.

The �nal block of the system classi�es the lesion as melanoma or benign using information ex-

tracted from the detected medical criteria. This task requires the use of a classi�cation algorithm,

which is learned using a dataset of dermoscopy images diagnosed by experts. The learning process

of the classi�er works as follows. First, the previously estimated corr-LDA models are applied to the

training images. Then, new features are extracted from their output. Finally, these features are used

to train the classi�er. In the case of new images, their corr-LDA outputs are used as features and

then the classi�er is applied to predict the diagnosis. Detailed information about the classi�cation

approach is provided in Section 9.8.

The main advantage of the proposed system is its ability to interact with the dermatologist, since

the automated diagnosis relies on descriptors that are medically inspired and can be checked by clin-

icians. This allows them to understand and validate the suggested lesion diagnosis. Furthermore, its

sequential framework is similar to the analysis performed by an expert: �rst look for several dermo-

scopic criteria and then diagnose the lesion. These two characteristics of the proposed system make

it valuable for the medical community and make it signi�cantly different from other systems found in

literature [59].

115



9.5 Image Segmentation

This section addresses the strategy used to divide the skin lesion into smaller homogeneous

regions and the type of features used to describe those regions.

9.5.1 Overview of Image Segmentation Methods

Different approaches have been used to perform image segmentation in the context of image

annotation problems. These approaches range from a simple uniform grid method, where the image

is divided into small square blocks, to more complex strategies that try to split the image into disjoint

regions that preserve some kind of homogeneity [205].

Applying a regular grid to split the lesions into patches of a prede�ned size is the simplest and

less computationally expensive segmentation strategy. However, this method leads to misleading

segmentations, since it does not separate well different color and texture components of an image. In

the case of dermoscopy, a single patch may contain more than one color or structure. This may lead

to the extraction of inaccurate features and, consequently, poor criteria detections.

It is possible to deal with the aforementioned problem by using more elaborate segmentation

algorithms, where the goal is to obtain regions that are homogeneous regarding color and/or texture

properties. These algorithms can be divided into different groups: clustering algorithms, statistical

models, graph-based algorithms, and region growing methods [205]. All of these approaches share

a preliminary feature extraction step, where each pixel in the image is characterized by a feature

vector. These vectors can comprise information about color, texture or both. The next step consists

of grouping the pixels into regions, which can be done in different ways. Clustering (e.g., SLIC [4])

and region growing methods (e.g., JSEG [55]) divide the pixels into a prede�ned number of regions

(clusters). Statistical models are based on the estimation of probability density functions over the

pixel's features. Examples of this kind of methods are the blobworld [35], mean-shift [46], and quick-

shift [190] algorithms. Graph-based methods, such as [64,170], de�ne the pixels as vertices of a graph

and a measure of similarity between feature vectors of neighbor pixels as their edge weights. Based

on this formulation, the segmentation problem becomes one of graph partitioning, where the goal is to

separate the vertices/pixels into disjoint sets such that the similarity between them is minimized. Each

of the aforementioned methods lead to regions that differ in terms of shape, size, and characteristics.

9.5.2 Segmentation Approach

The goal of this chapter is to detect criteria that have speci�c colors and/or texture properties,

meaning that the segmentation algorithm must provide regions that are homogeneous regarding

these two properties. Moreover, structures like pigment network may appear at different scales.

Hence, it is also important to ensure that the obtained regions are scale invariant. Finally, there

is no constraint regarding the shape, the size, and the number of the regions, since the distribution of

the criteria inside the lesion is unknown.
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The method proposed by Felzenszwalb and Huttenlocher [64] is adopted in this chapter to ful�ll

the aforementioned requirements. This is a graph-based algorithm that assumes that each of the

pixels in the image is one vertice of a graph, and that neighbor pixels are linked through edges.

The weight of each edge is given by the Euclidean distance between the feature vectors of the two

neighbor pixels. Connected vertices/pixels are combined in the same region if they are similar, i.e., if

their corresponding edge weight is lower than a given threshold � . The value of � de�nes the size of

the obtained regions and is in�uenced by the resolution of the images. It was experimentally found

that setting � = (R d + C d )
130 , where Rd � Cd is the resolution (size) of image d, led to a good trade off

between the size of the regions and the computation time.

Each of the pixels in the image is characterized by a feature vector that describes its color and

texture content. These features are extracted using a strategy that enforces scale invariance, where

the main idea is to determine the optimal scale for each pixel and then extract its features at that

scale [35]. This optimal scale is estimated using an image property called polarity, which measures

the extent to which all of the gradient vectors in the neighborhood of a pixel point in the same direc-

tion. The polarity value of a pixel is computed with respect to the most common orientation � of the

gradients in its neighborhood, as follows

ps =
jE+ � E � j
E+ + E �

; (9.1)

where
E+ =

P
x;y Gs(x; y)[r I:n ]+

E � =
P

x;y Gs(x; y)[r I:n ]� :

(9.2)

Gs(x; y) is a Gaussian smoothing kernel with variance (scale) � 2 = s2, r I is the image gradient com-

puted using the �rst difference approximation in each direction, and n is a unit vector perpendicular

to the preferential orientation � . The terms [:]+ and [:]� are the recti�ed positive and negative parts of

the argument. The polarity at every pixel in the image is computed for sk (x; y) = k=2, k = 0 ; 1; :::; 7.

The best scale s� (x; y) of each pixel is selected as the �rst value of sk (x; y) for which the difference

between consecutive polarity values is less than 2% [35].

Given the best scales at each pixel, it is possible to compute the features as follows. The color

information of a pixel are its L*a*b* components. These components are determined after performing

spatial averaging using a Gaussian smoothing kernel with � 2 = s� (x; y)2. The texture information

is characterized by the contrast, contrast � polarity, and anisotropy � contrast [35]. Contrast and

anisotropy of a pixel (x; y) are computed using the second moment matrix

M s(x; y) = Gs(x; y) � (r I )( r I )T ; (9.3)

where s = s� (x; y) is the pixel's best scale. From this matrix, anisotropy and contrast at each pixel

(x; y) are respectively de�ned as:

a(x; y) = 1 � � 2
� 1

; c(x; y) = 2
p

� 1 + � 2 ; (9.4)

where � 1, � 2 are the eigenvalues of M s(x; y).
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Two segmentations are performed for each image, one using only color features and the other

using color and texture features, as exempli�ed in Figure 9.4. The �rst segmentation is used to

train/test the corr-LDA associated with the color criteria, while the remaining are used to train the

models associated with color and texture structures.

#Regions = 3148 #Regions = 3100

#Regions = 6604 #Regions = 6644

Figure 9.4: Image segmentation: original image (left), segmentation using color features (mid), and segmenta-

tion using color and texture features (right). Each color label represents a different region.

9.6 Region Representation

After segmenting the lesions, as exempli�ed in Figure 9.4, each of the 1; : : : ; N regions is charac-

terized by a feature vector r n 2 Rf . This feature vector comprises information about color, texture or

both, depending on the type of dermoscopic criteria. Therefore, an image d is represented by a set

rd = f r d
1 ; :::; r d

N g 2 Rf � N d
of N d vectors (recall from Figure 9.4 that each lesion is segmented into

a different number of regions). Since the best type of features to describe the regions is unknown,

combinations of the following descriptors were tested for each type of criterion.

� Colors: The mean color vector in the HSV space (� HSV ).

� Texture structures: The regions are described using texture features. In this chapter the tested

features are the mean contrast (� c) and mean contrast � anisotropy (� ca ), the mean (� g) and

standard deviation (� g) of the gray level values in the region, and statistics computed using the

directional �lters described in Chapter 3. These �lters are computed at different orientations

� i 2 [0; � ], i = 0 ; :::; 9, with the impulse response for direction � i given by

h� i (x; y) = G1(x; y) � G2(x; y) ; (9.5)
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where Gk is a Gaussian �lter:

Gk (x; y) = Ck expf�
x02

2� 2
x k

�
y02

2� 2
yk

g; k = 1 ; 2; (9.6)

where � x 1 = 40, � y1 = 40, � x 2 = 3 , � y2 = 0 :5, and In (9.6) Ck is a normalization constant and

the values of (x0; y0) are related with (x; y) by a rotation of amplitude � i .

x0 = x cos� i + y sin � i ;

y0 = y cos� i � x sin � i :
(9.7)

The size of the masks are 11 � 11. The output of the directional �lters (9.5) is computed for all

the directions, and the maximum and minimum values are kepts for each pixel. The regions are

described by the mean and standard deviation of these values (� M , � M , � m , and � m ).

� Color Structures: These structures simultaneously exhibit color and texture properties. The

color of the regions is characterized using � HSV , while the texture is characterized using the

features (� c, � ca ) and (� M , � M , � m , � m ).

All the clinical criteria and the tested features/descriptors are summarized in Table 9.1. After com-

puting the features for all the N d regions, it is possible to describe image d as a set r = f r d
1 ; :::; r d

N d g

of N d of feature vectors.

Table 9.1: Feature summary - for details see Section 9.6.

HSV Contrast, Anisotropy Gray-Level Image Directional Filters

Criteria � HSV � c, � ca � g, � g � M , � M , � m , � m

Color X

Texture Structures X X X

Color Structures X X X

9.7 Detection of Clinical Criteria

This section gives and overview of the probabilistic formulation of corr-LDA [25], the parameter

estimation process, and the methodology used to associated the regions and the image with the

clinical criteria.

9.7.1 Annotation Model - Correspondence Latent Dirichlet Allocation

The goal of image annotation methods is to �nd a relationship between text labels and image

features, such that a computer can replicate the annotation process in new images. This is similar to

the goal of this chapter, since the objective is to assign clinical labels to dermoscopic images. corr-

LDA is a generative annotation model that assumes the existence of a sequence of local observations

(region features) r 1; :::; rN and global text label w, associated with an image. For the sake of simplicity

lets assume that w is a single label belonging to the set f w1; :::; wM g. The relationship between the
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local observations and the global label is based on the existence of N latent variables (called topics)

z1; :::; zN , each one associated with a region. These topics are the core of the corr-LDA, as will be

seen in the sequel.

It is assumed that the observation r n depends on the topic zn , as is depicted in Figure 9.5. Each

r n is generated by an observation model p(r n jzn ; 
 zn ), with hyperparameter(s) 
 . The main dif�culty

concerns the generation of the global label w, since the regions associated with it are unknown. corr-

LDA deals with this problem by randomly selecting a region n 2 f 1; 2; ::; N g, and generating the label

according to a probabilistic model conditioned on the topic of the region p(wjzn ) (see Figure 9.5). This

formulation makes it possible to establish a relationship between the local observations and a global

text label provided for the entire image.

  

    

    

 

Figure 9.5: Generative process of corr-LDA.

The probabilistic formulation of corr-LDA is the following: i) the topics are randomly generated by

a multinomial distribution zn � Mult(� ) with parameter � 2 R K , obtained from a Dirichlet distribution

of hyperparameter � 2 R K , where K is a value de�ned by the user that corresponds to the number of

different topics that can be considered by the model; ii) the observations r n are generated by an ob-

servation model with hyperparameter(s) 
 zn ; and iii) the global label w is generated by a multinomial

distribution w � Mult(� zn ).

The rest of this section is inspired in [25, 26], except what concerns the Von Mises distribution.

The complete generative process from an image d, now assuming more than one global label, is

summarized below [25]:

1. For an image d, sample a topic distribution � � Dirichlet(� ).

2. For each of the N d image regions:

(a) Sample a topic zn � Mult(� ).

(b) Sample a region descriptor r n � p(r jzn ; 
) from a distribution conditioned on zn .

3. For each of the M d global labels wm :

(a) Sample a region indexing variable ym � Unif(1; :::; N ).
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(b) Sample an annotation wm � p(wjym ; z; � ) from a multinomial distribution conditioned on

the zym topic.

This generative process leads to the following joint distribution of region features, labels, and hidden

variables

p(r; w; �; z; yj�; �; 
) = p(� j� ):

 
NY

n =1

p(zn j� )p(r n jzn ; 
)

!

:

 
MY

m =1

p(ym jN )p(wm jym ; z; � )

!

: (9.8)

During the training phase it is necessary to estimate all of the model parameters � , 
 = f 
 1; :::; 
 K g,

and � = f � 1; :::; � K g, using a training set of D weakly annotated images. The traditional approach

consists of using a maximum likelihood (ML) formulation, which requires the computation of

p(r; wj�; �; 
) =
DY

d=1

Z

� d

X

zd

X

yd

p(rd; wd; � d; zd; yd j�; �; 
) : (9.9)

This expression cannot be analytically computed. Blei and Jordan [26] address this issue using

a variational method to estimate the parameters. This approach starts by introducing a new set

of independent variational parameters, each associated with a distribution over a speci�c hidden

variable of the original model. The variational parameters are image speci�c, i.e., each image will

be associated with a different set of variational parameters. These parameters, here identi�ed as

(
; �; � ), allow the de�nition of a factorized distribution of the hidden variables (�; z; y)

q(�; z; y) = q(� j
 ):

 
NY

n =1

q(zn j� n )

!

:

 
MY

m =1

q(ym j� m )

!

: (9.10)

The factorized distribution can be introduced in the original log-likelihood using Jensen's inequality:

DX

d=1

logp(rd; wd j�; �; 
) =
DX

d=1

log
Z

� d

X

zd

X

yd

p(rd; wd; � d; zd; yd j�; �; 
)d �

=
DX

d=1

log
Z

� d

X

zd

X

yd

p(rd; wd; � d; zd; yd j�; �; 
) q(� d; zd; yd)
q(� d; zd; yd)

d�

�
DX

d=1

Eq[logp(rd; wd; � d; zd; yd j�; �; 
)] � Eq[logq(� d; zd; yd)]; (9.11)

where Eq is the expected value according to the variational distribution q(�; z; y). The right side of the

equation gives an overall lower bound of the log-likelihood L (D), for a set of D images. It is possible to

observe that this bound is the sum of the individual lower bounds of each image, L (
 d; � d; � d; �; �; 
) ,

which can be decomposed as follows:

L (
 d; � d; � d; �; �; 
) = Eq[logp(� d j� )] + Eq[logp(zd j� d)]

+ Eq[logp(rd jzd; 
)] + Eq[logp(yd jN d)]

+ Eq[logp(wd jyd; zd; � )] � Eq[logq(� d j
 d)]

� Eq[logq(zd j� d)] � Eq[logq(yd j� d)] : (9.12)

Each of the terms in (9.12) can be expanded into explicit functions of the model (�; �; 
 ) and vari-

ational (
 d; � d; � d) parameters. For the sake of simplicity, the expression of each of the terms of

L (
 d; � d; � d; �; �; 
) is included in Appendix C.
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In the end, the problem is transformed into one of �nding the best set of parameters that maximizes

L , and can be solved using a variational Expectation-Maximization (EM) algorithm [98]:

� E-step: Estimate the speci�c variational parameters of each image d in the training set. The

update equations of the parameters are obtained by taking derivatives of L (
 d; � d; � d; �; �; 
)

with respect to each of the parameters (
 d; � d; � d) and setting them to zero.

� M-Step: Estimate the model parameters (common to all training images) by maximizing the

overall lower bound L (D), with respect to (�; �; 
) .

These two steps are performed until L (D) converges. The updates equations of the variational

(
 d; � d; � d) and model (�; � ) parameters are the same ones as proposed in [25, 26]. The update

equations for 
 depend on the distributions p(r n jzn ; 
 zn ). In [25] these distributions are de�ned as

multivariate Gaussian. However, this kind of distribution is not suitable to model all types of features.

An example are the features that comprise periodic angular information, such as the Hue channel

of the HSV color space [32]. Therefore, two distributions are applied in this work, according to the

features r n used to describe the regions. If � HSV is included in the feature vector, then p(r jzn ; 
 zn ) is

a von-Mises multivariate Gaussian distribution [32]

p(r n jzn ; 
 zn ) = � (Hn jzn ; � zn ; " zn )G(r 0
n jzn ; � zn ; � zn ) ; (9.13)

where G is a multivariate Gaussian, and r 0 de�ned the feature vector of the region, without the feature

corresponding to the H channel. � is a von-Mises distribution

� (Hn jzn ; � zn ; " zn ) =
1

2�I 0(" zn )
e" z n cos(Hn � � z n ) ; (9.14)

where the normalization factor I 0 is the modi�ed zero-order Bessel function of the �rst kind and

" zn � 0 denotes the concentration of the distribution around the mean � zn . In this case, 
 zn comprises

four parameters (� zn ; � zn ; � zn ; " zn ) that must be estimated. Otherwise, p(r n jzn ; 
 zn ) is a Gaussian

distribution. For completeness, all update equations can be found in Appendix C.

9.7.2 Region and Image Labeling

This section addresses local and global labeling using the estimated model. To annotate the

regions (local labeling) of a new image, i.e., to associate them with a medical criteria, it is necessary

to compute the following probability for each of the admissible labels w

p(wjr n ) /
X

zk

q(zk j� nk )p(wjzk ; � ) ; (9.15)

where � nk is the variational parameter of region n associated with topic k, and q(zk j� nk ) is a multino-

mial distribution. The label w with the highest probability p(wjr n ) is then selected [25]. This is clearly

a greedy formulation, where all the labels compete to annotate a region and only one is selected.

However, this assumption is not valid in the case of dermoscopy, where more than one label can be

associated with the same region. An example is Figure 9.1: the color labels dark brown and black
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share regions with the texture label pigment network. This issue is addressed in this thesis using two

different strategies:

i) Train three corr-LDA models, one for each class of medical criteria (colors, texture structures, and

color structures).

ii) Train two corr-LDA model, one for color and another for all of the structures.

The traditional approach used in corr-LDA to obtain global image labels consists of computing the

following image label probability [25]

p(wjr) /
NX

n =1

X

zk

q(zk j� n )p(wjzk ; � ) ; (9.16)

for all the candidate labels. Then, the labels are ranked from the most to the less probable, and a

small prede�ned number of them is selected. This approach restricts the number of labels per image,

making it unsuitable for the annotation of dermoscopy images, where any number of criteria may be

present. A clear example are the color labels, where it is possible to �nd just one color or all six of

them in a single lesion. To tackle this issue, the image labeling process is reformulated as a set of

classi�cation problems.

In the case of the colors model, the image receives a color label if the following area ratio is above

an estimated threshold

� c =
Ac

regions

A lesion
; (9.17)

where Ac
regions is the total area of the regions annotated with color c and A lesion is the area of the

lesion. This is the same criterion adopted in Chapter 8 for the detection of colors.

In the case of texture and color structures, the idea is to use a set of classi�cation algorithms to

predict the label, each of them trained to predict one of the possible labels. The features used by the

classi�ers are the outputs of corr-LDA: the image label probability (9.16), computed for all the labels,

and the average number of regions per topic � 2 RK , where each position k is given by

� k = � k � 
 k : (9.18)

The latter descriptor is based on the assumption that the k-th position of variational parameter 


corresponds approximately to the k-th position of model parameter � plus the expected number of

patch features that were generated by the k-th topic [26]. Two classi�cation algorithms are tested in

this chapter: random forests and SVM.

9.8 Lesion Diagnosis

The previous section described the strategy used to obtain a medical description of the lesions,

both in the form of global text labels, which describe the entire lesion, and of local labels associ-

ated to speci�c regions. This section provides an insight of how to use the detected information to

discriminate between benign and malignant lesions.

In order to be able to diagnose skin lesions it is necessary to answer to two questions:
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i) How to convert the annotations into an appropriate descriptor that can be used by machine learn-

ing algorithms?

ii) How to combine the information of the different corr-LDA models in order to obtain a �nal diagno-

sis?

The annotations obtained using corr-LDA as well as other outputs of this algorithm are used to

compute a lesion descriptor that comprises the following information:

� Present/Absent criteria: consists of three binary vectors fC 2 R6, fT S 2 R2, and fCS 2 R2,

such that the i -th position of each of these vectors is equal to 1 if the image was annotated with

the i -th label, and 0 otherwise.

� Label distribution: consist of the conditional probabilities p(wjr) (9.16), which provide an esti-

mate of the labels probabilities in a given lesion.

� Average number of regions per topics: comprises the vector � 2 R K (9.18), for each of the

trained corr-LDA models.

More than one corr-LDA model is used in this chapter to obtain the annotations, as discussed

in Section 9.7.2. Thus, it will be necessary to combine the information of the different models. The

easiest strategy would be to compute the aforementioned features for each of the models and then

combine all the information into a single descriptor (early fusion). However it has been shown that

early fusion is not appropriate to combine different types of features [104], such as those extracted

from the set of corr-LDA models. In Chapter 7 the classi�cation results showed that late fusion [104]

outperformed early fusion. Thus, this strategy will also be applied in this chapter.

As a reminder, late fusion consists of combining the outputs of different classi�ers, in order to

obtain a �nal decision. Here, each classi�er will be trained using information of one of the corr-LDA

models. The outputs of the different classi�ers are a set of scores in the interval [0; 1], where the

lesion is considered malignant if its score is above 0.5. These scores are the input of a �nal classi�er

that predicts the �nal diagnosis.

Two classi�cation algorithms are tested as candidates for the �rst line of classi�ers: SVM with RBF

kernel and random forests. The scores of the different classi�ers are combined using two different

strategies: logistic regression (LR) and median rule (MR) [100].

9.9 Experimental Results

9.9.1 Dataset and Evaluation Metrics

The experiments were performed using a dataset of 804 melanocytic lesions (241 melanomas)

extracted from EDRA [9]. This was the only dataset used in this chapter because it contained much

more training examples than PH2. Nonetheless, it was still necessary to increase the number of

images when compared with the previous chapters, in order to include suf�cient examples of each
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type of dermoscopic criteria. All of the images were analyzed by several experts during a consensus

meeting. Each image is associated with: i) a set of text labels stating which are the observed criteria;

and ii) a malignant/ benign diagnosis. Text labels associated with texture and color structures are

available for all the images. However, color labels are only available for a subset of 344 images.

All of the images were pre-processed in order to remove acquisition artifacts and skin hair using

the algorithm developed in Chapter 3, and their colors were normalized as proposed in Chapter 6.

Manual segmentations were used to separate the lesions from healthy skin.

The detection of the medical criteria was evaluated using three metrics: precision (P re), recall

(Re), and the F 1 score. These metrics are used to compare the global labels provided by the au-

tomatic system against those of the experts. Lesion diagnosis is evaluated using sensitivity (SE),

speci�city ( SP), and the cost index (S) (4.19). All of the metrics were computed using nested 10-fold

cross validation.

9.9.2 Detection of Medical Criteria

Different experiments were conducted to optimize this block. The goal of the experiments was:

i) Assess which is the best subset of region features (recall Section 9.6).

ii) Select the best classi�er to obtain the global labels (SVM or random forests).

iii) Compare the performance of training a corr-LDA model for texture structures and another for color

structures against a model that comprises all the structures.

The number of topics of the corr-LDA models was tuned in the set K 2 f 40; 50; :::; 300g. For

each of the trained corr-LDA models was then trained a set of classi�ers to predict the global text

labels. The hyperparameters of each classi�er were optimized as follows. In the case of random

forests, the number of trees was searched in the set T 2 f 1; 2; :::; 50g, while in the case of SVM two

hyperparameters were optimized: the width of the RBF kernel � 2 f 2� 12; 2� 5; :::; 212g and the penalty

term C 2 f 2� 6; 2� 4; :::; 26g given to the soft margin. All of optimal hyperparameters were selected

by nested cross validation. This resulted in a total of 486000 con�gurations for random forests and

1579500 con�gurations for SVM. In all of the experiments the features were normalized, as described

in Chapter 4.

Table 9.2 shows the performance of the best annotation models, as well as the best con�gurations.

Results for the remaining con�gurations can be found in Appendix D. The �rst three rows show the

results obtained after training a model for each type of criteria. Most of the colors were detected

with good scores. However, the performance scores for the red and white colors are lower than for

the others, as expected, since there are few examples of these colors on the dataset. Regarding

the texture structures' model (2nd row), the best results were obtained when all of the features are

used (� g, � g, � c, � ca ; � M , � M , � m , � m ). This leads to Re scores above 80% for both of the criteria

using Random Forests. The color structures' model (3rd row) is the one that achieved the worse

scores. This was expected as the number of examples of each of the color structures is smaller than
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Table 9.2: Detection results and best con�gurations for the four annotation models - * identi�es the results of the

model that combines color and texture structures. In bold we highlight the best results.

Criteria Precision Recall F1 Best Con�guration

Blue-Gray (#226) 87.6% 94.2% 90.8%

� HSV

Dark-Brown (#303) 95.7% 95.7% 95.7% Thresholding

Light-Brown (#247) 89.1% 92.7% 90.9%

Black (#179) 81.5% 88.8% 85.0%

Red (#31) 79.3% 74.2% 76.7%

White (#15) 63.6% 93.3% 75.6%

Pigment Network (#504) 77.6% 88.9% 82.9% � g, � g, � c, � ca

� M , � M , � m , � m

Dots/Globules (#535) 71.8% 83.2% 77.1% Random forests

Blue-Whitish Veil (#178) 75.4% 68.5% 71.9% � HSV ,� c, � ca

Regression Areas (#110) 60.8% 51.3% 55.6% Random forests

Pigment Network* (#504) 78.5% 86.1% 82.1%

� c, � ca ; � M , � M ,
Dots/Globules* (#535) 72.8% 83.7% 77.9% � m , � m ,

Blue-Whitish Veil* (#178) 82.8% 68.1% 74.7% � HSV ,

Regression Areas* (#110) 63.9% 58.8% 61.2% Random forests

those of the other criteria. Interestingly, the best overall results are obtained when we combine all

of the structures in a single model (4th row), leading to signi�cant improvements in the detection of

blue-whitish veil and regression areas.

Figures 9.6 and 9.7 show some test examples of the automatic annotation and segmentation of

medical criteria. Although there is ground-truth segmentation for the criteria (recall that the model

was trained using text labels only), the region labeling proposed by the model seems to provide a

correct interpretation of the lesion, namely lesions (a-f). Among these results, it is interesting to point

out lesion (c), which is a blue-nevus. It is very common for automatic methods to incorrectly associate

the blue shade of this type of lesion with blue-whitish veil, as reported in [37, 120]. Nonetheless, the

proposed framework is able to successfully distinguish between the blue-nevus and blue-whitish veil.

In lesions (g), (i), (h), and (j) the system is able to correctly identify the presence several criteria.

However, it also performs the following incorrect annotations:

� (g) - pigment network and the color red.

� (i) - Color information for this lesion is not available, but a trained eye can easily observe that a

red label was incorrectly given to brown regions.

� (h) - Color information for this lesion is not available, but a trained eye can easily observe that a

light-brown label was incorrectly given to white regions. Moreover, the pigment network label extends

to other regions that do not exhibit this structure.

� (j) - Similarly to lesion (i), the pigment network and dots/globules annotations are correct but it is

observable that they extend to other regions that are not associated with those structures.

The problem of excessive region labeling observed in lesions (h) and (j) is solved when a single

model is trained to identify the four structures (see Figure 9.8).
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(a) Automatic labels: Light and Automatic labels: Dots/Glo- Automatic labels: -

dark browns. bules.

(b) Automatic labels: Blue, black, Automatic labels: Pigment Automatic labels: Blue

and dark brown. network. veil.

(c) Automatic labels: Blue. Automatic labels: - Automatic labels: -

(d) Automatic labels: Dark and Automatic labels: Pigment Automatic labels: -

light browns. network.

(e) Automatic labels: Light and Automatic labels: - Automatic labels: -

dark browns, and white.

(f) Automatic labels: Light and Automatic labels: Pigment Automatic labels: -

dark browns, black, and blue. network.

Figure 9.6: Correct detection results: original image (1st column), region and image annotation obtained with the

color, texture structures, and color structures models (2nd-4th columns. The color scheme is green for pigment

network, red for dots/globules, blue for blue whitish veil, yellow for regression areas.

Table 9.3 compares the performance of the method described in this chapter with the color de-

tection one proposed in Chapter 8. Recall that the latter method was trained using detailed color

segmentations, while the method described in this chapter was trained using text labels only. Unfortu-
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(g) Automatic labels: Dark and Automatic labels: Dots/Glo- Automatic labels: Regression

light browns, white, and red. bules and pigment network. areas.

(i) Automatic labels: Light and Automatic labels: Pigment Automatic labels: Regression

dark browns, red, white network and dots/glo- areas.

and blue. bules.

(h) Automatic labels: Light and Automatic labels: Pigment Automatic labels: Regression

dark browns, red, and white. network. areas.

(j) Automatic labels: Dark brown Automatic labels: Pigment Automatic labels: Blue veil.

black, and blue. network and dots/glo-

Figure 9.7: Incorrect detection results: original image (1st column), region and image annotation obtained with

the color, texture structures, and color structures models (2nd-4th columns). The color scheme is green for

pigment network, red for dots/globules, blue for blue whitish veil, yellow for regression areas.

Figure 9.8: Output of the corr-LDA that combines color and texture structures for lesions (h) and (j). The color

scheme is green for pigment network, red for dots/globules, blue for blue whitish veil, yellow for regression areas.

nately, as reported in Chapter 8, the number of color segmentations was small and it was not possible

to model the red color due to lack of training examples. Nonetheless, it is still possible to compare the

performance of the two methods for the remaining colors. Both color detection methods perform well

for most of the colors. It is easy to notice that the corr-LDA method outperforms Gaussian mixtures

model in the case of the white color. Moreover, it seems to achieve a better recall score for all of
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the colors. The Gaussian mixtures method achieves a better precision score for three of the colors.

Nonetheless, the precision scores obtained using corr-LDA are also high and remarkable, especially

if one considers that the Gaussian mixture model was trained with detailed manual segmentations

provided by an expert, while the corr-LDA model was trained with text labels only, i.e., without any

information about the spatial distribution of the cues.

Table 9.3: Comparison of color detection methods. bold highlights the best results.

corr-LDA Gaussian Mixtures 8

Precision Recall Precision Recall

Blue-Gray 87.6% 94.2% 86.5% 92.2%

Dark-Brown 95.7% 95.7% 98.3% 76.4%

Light-Brown 89.1% 92.7% 97.0% 81.0%

Black 81.5% 88.8% 90.9% 67.0%

Red 79.3% 74.2% - -

White 63.6% 93.3% 42.1% 85.7%

A comparison with state-of-the-art methods that detect pigment network and blue-whitish veil is

shown in Table 9.4). This comparison is possible because all of the methods are trained and tested

on images of the same database used in this chapter (EDRA [9]. A comparison with the algorithm

proposed in Chapter 3 [16] is also performed. In this case, the method was applied to the same

images used in this chapter. The proposed method compares favorably with all of these works.

Moreover, the system detects multiple structures, while [11,119,120,159] only focus on one structure,

and it is not trained using segmentations of the criteria, as is the case of [119].

Table 9.4: Comparison of structure detection methods. The numbers between parenthesis are the # of images

with the criterion and the size of the dataset. ”*” identi�es the results obtained with the combined structures

model.

Type of Criteria Recall Precision F1 Method (#Images)

83.8% 79.2% 81.4% [16] (#504/804)

82.3% 82.3% 82.1% [159] (#275/436)

Pigment Network 86.0% 79.6% 82.7% [11](#100/220)

88.9% 77.6% 82.9% Proposed (#504/804)

86.1%* 78.5%* 82.1%* Proposed* (#504/804)

70.0% 71.0% 70.5% [119](#173/223)

Blue-whitish veil 68.1% 63.8% 65.9% [120](#198/855)

68.5% 75.4% 71.8% Proposed(#178/804)

68.1%* 82.8%* 77.9%* Proposed*(#178/804)

9.9.3 Lesion Diagnosis

This section evaluates the �nal decision provided by the system (benign vs melanoma). Three

experiments were performed at this stage:

i) Assess the performance of the different medical criteria and their combination.
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Table 9.5: Results for melanoma diagnosis. ”All*” refers to the combination of the colors with color + texture

structures and ”Combined” refers to the late fusion of SVM and random forests.

Criteria SVM Random Forests Combined

Colors

SE = 72:6% SE = 84:6% SE = 76:7%

SP = 71:4% SP = 61:1% SP = 66:8%

S = 0 :279 S = 0 :248 S = 0 :273

Texture Structures

SE = 87:1% SE = 75:1% SE = 81:7%

SP = 60:0% SP = 75:1% SP = 66:1%

S = 0 :237 S = 0 :249 S = 0 :245

Color Structures

SE = 83:4% SE = 82:1% SE = 84:6%

SP = 70:9% SP = 72:5% SP = 73:4%

S = 0 :216 S = 0 :217 S = 0 :199

Color Structures SE = 90:9% SE = 80:9% SE = 83:4%

& SP = 56:0% SP = 74:8% SP = 68:1%

Texture Structures S = 0 :231 S = 0 :215 S = 0 :227

All

SE = 84:2% SE = 81:3% SE = 84.6%

SP = 72:1% SP = 74:8% SP = 74.2%

S = 0 :206 S = 0 :213 S = 0.196

All*

SE = 85:4% SE = 82:3% SE = 85.8%

SP = 65:4% SP = 73:2% SP = 71.1%

S = 0 :226 S = 0 :213 S = 0.201

ii) Compare the diagnostic accuracy of SVM with RBF kernel and random forests.

iii) Compare two late fusion strategies (LR and MR).

All of the experiments were carried on using the outputs of the best corr-LDA models, selected

in the previous section. The number of trees for the Random Forests algorithm was set to be T 2

f 1; 3; 5; ::; 201g, while the parameters of SVM-RBF are set to be � 2 f 2� 12; 2� 5; :::; 212g and C 2

f 2� 6; 2� 4; :::; 26g. All of the parameters were selected by nested cross validation. The total number

of con�gurations were: 36360 for random forests and 11700 for SVM. In all of the experiments the

features were normalized, as described in Chapter 4.

Table 9.5 shows the best results for all the experiences. The remaining results can be found in

Appendix D. As expected, the combination of all the criteria improves the scores. Moreover, due

to the characteristics of late fusion, it was also possible to combine the outputs of the two different

classi�ers (SVM and random forests) [104], leading to the best classi�cation scores. These results

were achieved using MR as the fusion strategy. Although MR outperformed LR in all the experiments,

the latter also led to relevant classi�cation scores: SE = 79:2%, SP = 75:6%, and AUC = 83:6%.

However the results obtained using MR (SE = 84:6%, SP = 74:2% and SE = 85:8%, SP = 71:1%),

are clearly better.

These results compare favorably with the ones obtained in Chapter 7 (SE = 83:0%, SP = 76:0%,

and S = 0 :198), where abstract image features were combined in order to diagnose melanomas. This
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suggests that it is possible to replace the more traditional pattern recognition features by ones that

can be associated with medical information, without losing classi�cation power, provided that there

are text labels associated to the training images.

9.10 Conclusions

This chapter discusses the development of a system for skin lesion diagnosis that is inspired

by clinical practice of expert dermatologists, and tries to mimic the different steps of medical anal-

ysis. First, it divides the lesion into regions that have similar color and texture properties. Then,

each of the regions is characterized by a feature vector, and an image annotation algorithm called

correspondence-latent Dirichlet allocation is used to label each of them. The labels correspond to

the dermoscopic criteria assessed by dermatologists in their diagnostic procedures. Finally, all of the

detected criteria are combined in order to obtain a diagnosis.

The proposed computer aided diagnosis system is different from any other found in literature. It

is able to deal with the problem of weakly annotated images (text labels), using an image annotation

algorithm. This means that it is possible to train the system to detect a dermoscopic criterion without

requiring segmentations of that criterion. Moreover, the system is able to detect multiple dermoscopic

criteria at the same time. This leads to a medical description of the lesion that can be used to predict

a diagnosis. The system is also unique in its ability to combine the information of the different types

of medical criteria to provide a decision.

Experimental results for criteria detection are promising and show that the proposed framework

can be used to identify the six ABCD rule colors, pigment network, dots/globules, blue-whitish veil,

and white regression areas. The system detects not only the presence of the criteria but their spatial

localization as well. The detected criteria provide information about different properties of the lesion

and are indicative of a malignant lesion. The melanoma detection scores are also promising: sen-

sitivity = 84.6% and speci�city = 74.2%. These scores compare favorably with the ones obtained

in Chapter 7 using traditional image descriptors. This is an evidence that it is possible to develop

systems that use features with a medical meaning, without decreasing the classi�cation performance,

and opens a new direction of progress in the analysis of desmoscopic images.
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10.1 Conclusions

This thesis addressed the problem of melanoma detection using dermoscopy images. Each of the

chapters addressed a different question and proposed a methodology to deal with it.

Chapter 1 was an introduction to the problem addressed in this thesis. It motivating the reader to

the problem of melanoma diagnosis, followed by the presentation of the different objectives and main

contributions of the work developed during the PhD. The chapter concluded with a list of publications.

Chapter 2 started by giving an overview of the different types of skin lesions and a description of the

medical procedures used to diagnose them. The two types of CAD systems that can be found in

literature (pattern recognition based and clinically inspired) were presented in the sequel. The main

characteristics of these categories were presented as well as their pros and cons. An assessment of

the most relevant CAD system in each category was also performed. Different dermoscopy datasets

were also presented.

Chapter 3 described an algorithm for the detection of pigment network, which is considered by

many dermatologists (including the one who collaborated in a signi�cant part of this work) as one of

the most relevant dermoscopic cues. This structure is simultaneously used to distinguish between

melanocytic and non-melanocytic lesions, as well as to diagnose melanomas. The proposed algo-

rithm detected pigment network using two of its properties: its shape (lines with multiple orientations)

and spatial arrangement (a network of connected segments). A bank of directional �lters was used to

enhance the lines of the network, making use of its linear shape, followed by a connected component

analysis and area thresholding, in order to select large regions. Finally, AdaBoost was used to classify

the lesions according to the presence or absence of network, achieving a sensitivity of 91.1% and a

speci�city of 82.1%, on a dataset of 200 images.

The following chapters focused on the detection of melanomas. Chapter 4 investigated the rele-

vance of four types of features inspired by the ABCD rule of dermoscopy: color, texture, shape, and

symmetry. Moreover, different descriptors associated to each type of feature were also compared. A

study of this kind was missing in literature, where it is common practice to compute multiple descriptors

to represent each of the aforementioned features, without providing any insightful information about

their discriminative power and even how to compute them. The obtained results showed that color

features outperformed the remaining ones, while shape features led to the poorest performances.

The descriptors used in Chapter 4 are called global features. This type of features is suitable to

characterize some of the elements of the ABCD rule. However, it is debatable if global features are

appropriate to characterize localized dermoscopic criteria. In order to answer to this question, Chapter

5 investigated the role of local features, using the BoF model to separately characterize small patches

extracted from the lesions. The performance of these features was compared against that of the

global ones. It was shown that local features performed well and that it was better to characterize the

texture of the lesions using these features. This thesis was one of the �rst works to propose the use

of local features in the context of dermoscopy image analysis.

The experiments performed in Chapters 4 and 5 where carried on using a dataset acquired with
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a single device and speci�c illumination conditions. Changes in one of these aspects may degrade

the performance of the system, since there will some color variability between the images used to

train the system and the new ones. This issue was addressed in Chapter 6, where a strategy to deal

with images acquired at multiple hospitals was studied. In this chapter four simple color normalization

algorithms were applied to a multi-source dataset and it was determined that all of them increased

the accuracy of the CAD system, with shades of gray being the best method. It is important to

point out that all of the investigated methods are very simple and do not require any training nor

knowledge about the acquisition system, since they normalize the colors of the images using simple

image statistics.

After separately studying each of the four types of features (color, texture, shape, and symmetry),

assessing different descriptors for each of them, and comparing global and local feature extraction

processes, it was necessary to combine all of the information into a single CAD system. This problem

was investigated in Chapter 7, where two methodologies for feature fusion were compared: early and

late fusion. The experiments showed that late fusion outperformed early fusion.

Chapters 4 to 7 comprise the stage of this thesis that was related with traditional pattern recog-

nition approaches for melanoma diagnosis. The experiments performed in these chapters provided

insightful information about: i) the role of each feature; ii) the best descriptors; iii) the importance of

local features; iv) the optimal strategy to combine different features into a single CAD system; and v)

simple strategies to increase the robustness of the CAD system to different acquisition conditions. All

of the experiments are fully reported in several papers, thus it is possible to reproduce any of them.

Moreover, the work developed in Chapters 4, 5, and 7 was conducted using the publicly available PH2

dataset, meaning that the obtained results can be used as a baseline for comparison by other works.

The last stage of this thesis was the development of a clinically inspired CAD system that ful�lled

the needs of the medical community. The goal of the system was to provide comprehensive infor-

mation to justify the automatic diagnosis of the lesions. This was accomplished by mimicking the

medical way of diagnosing skin lesions, i.e., by extracting features with clinical meaning, followed by

lesion diagnosis based on those features. The �rst step towards this goal was the development of

a strategy to detect clinically relevant colors in dermoscopy images using Gaussian mixture models

(Chapter 8). This algorithm achieved promising results, but had a limitation: it requires training ex-

amples with detailed annotations (text labels and segmentations of criteria performed by experts),

which are very dif�cult to obtain for all the medical criteria. Unfortunately, such requirement makes

it impossible to generalize the method to other dermoscopic criteria. The lack of training examples

with detailed annotations is a major limitation in the development of any clinically inspired system,

since dermatologists consider the annotation task time consuming and do not perform it. Chapter 9

described a strategy to deal with weakly annotated dermoscopy images, i.e., the annotations consist

only of text labels, with no information about the location of the dermoscopic criteria. A probabilistic

image annotation algorithm was applied to this problem, making it possible for the system to learn

to detect multiple dermoscopic criteria, without relying on segmentations. The proposed system was

able to detect several dermoscopic criteria that are relevant for melanoma diagnosis. These criteria
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were then used to train a classi�cation algorithm to diagnose dermoscopy images, achieving very

good scores. Moreover, the obtained statistics were comparable with the ones achieved using the

pattern recognition methods with regular image processing features, investigated this thesis. This

led to the conclusion that it is possible to develop systems that are able to provide a diagnosis using

features that have a medical meaning, making it possible for the dermatologists to understand and

validate the diagnosis. The proposed system provides a signi�cant advance in dermoscopy image

analysis, since it is able to: i) deal with poorly annotated training data; ii) detect multiple structures at

the same time; and iii) provide a diagnosis using medical information.

10.2 Future Work

This document reports a journey that can be divided into two mains stages: i) a thorough study of

pattern recognition approaches for melanoma diagnosis; and ii) a road towards the development of a

clinically inspired CAD system. Both stages resulted in relevant outputs for the research community.

Based on the outputs and on the knowledge acquired during the development of this thesis, it is

possible to give some guidelines for future work on this �elds.

i) Pattern recognition methods: This thesis has applied state-of-the-art classi�ers, but it is unde-

niable that deep learning has been outperforming other classi�cation algorithm in several clas-

si�cation tasks ( e.g. [45, 109, 201]). One of the main reasons for the ever increasing interest in

neural networks is the amount of data that is nowadays available to train the models. However,

dermoscopy datasets tend to be small: the largest datasets do not contain more than 2500 im-

ages (e.g., EDRA [9] or the very recent ISIC dataset [82]), which might make them un�t to train

a deep neural network that requires the optimization of a very high number of hyperparameters.

This poses the question of how to deal with small datasets if one wants to use deep learning. Is

it possible to apply a pre-trained network to dermoscopy images and obtain good classi�cation

scores? These networks are trained using completely different images, thus they may not be ap-

propriate for dermoscopy images. Therefore, it is also important to access what is the minimum

amount of data that is necessary to completely train a deep neural network.

Another interesting research topic would be to test other strategies to extract local features,

namely sparse coding (SC), which has been shown to outperform BoF in some applications

[200, 204]. The main strength of (SC) is that it relaxes the constraint imposed by BoF that each

patch is only associated with one of the elements of the dictionary, assuming instead that the

patch is a combination of a small number of elements. This makes SC more �exible and, the-

oretically, more ef�cient in describing the images [122]. Therefore, it is important to determine

if applying SC to compute the local features signi�cantly improves the scores of a CAD system.

Moreover, the SC framework makes it possible to estimate different types of dictionaries, namely

estimate the dictionaries using both benign and malignant lesions or estimate two dictionaries,

one for each class, called discriminative dictionaries. This is an interesting line of research, since
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discriminative dictionaries are more suitable to deal with unbalanced classes, as is the case of

melanomas when compared with benign lesions.

ii) Clinically inspired methods: The system described in Chapter 9 opens a new direction in der-

moscopy image analysis, and it would be very interesting for other works to follow this path. A

question that easily comes to mind is the following: is it possible to use other methods to detect

the dermoscopic criteria and achieve similar or even better results? Chapter 9 presented several

strategies to perform image annotation, some more suitable than others (e.g., the MIML frame-

work). The choice of corr-LDA was justi�ed, but other annotations methods should be tested and

compared with corr-LDA. Once again it is possible to consider the use of deep neural networks,

which have been used not only to classify the data, but also to provide automatic captions and lo-

calized objects in images (e.g., [114,137]). Another interesting question is if there is a limit for the

number of criteria that the proposed method is able to detect. The proposed model was able to

detect six colors and four structures, but there are still other dermoscopic criteria to be detected.

Some of these criteria are speci�c for melanocytic lesions, while others are associated with non-

melanocytic lesions. Therefore, adding additional criteria to the model may be a challenge in

terms of training data. Moreover, adding new criteria may require the use of new descriptors to

characterize the regions or even new image splitting methods, in order to achieve better regions.

Other relevant aspect of clinically inspired methods is the type of training set. The one used

in this thesis belongs to the category of weakly annotated training sets, which means that only

text labels are available. An interesting work would be to understand the in�uence of using a

heterogeneous dataset, i.e., a dataset that also comprised segmentations of the criteria for some

of the images. Theoretically, adding information about the location of the criteria would make it

easier for the model to learn the appearance of the criteria. However, if the segmentations are

few, the information provided by them might not be suf�cient. Another possible type of dataset

would be the one that comprised three types of images: with detailed annotations, with weak

annotations, and no annotations at all. Dealing with training images without annotations would

turn the problem described in this thesis into one of semi-supervised learning. Finally, still on

the dataset topic, it would be important to investigate the how to deal with cases where the

annotations are wrong. Incorrect annotations hamper the learning process, which means that

the model will not be properly trained. It will be necessary to �nd a strategy to deal with wrong

annotations, such as a assigning a degree of con�dence to each expert.

All of the experiments from Chapters 4 to 9 were performed using datasets that only comprised

melanocytic lesions. Dermatologists acquire images of both melanocytic and non-melanocytic le-

sions, but the latter have been ignored by most of the research community. Therefore, it is still impor-

tant to develop strategies to deal with datasets that contain both types of images. This is something

that is common to both the pattern recognition and the clinically inspired CAD systems.

Something that was attempted during the development of this thesis but that was not possible to

carry on due several constraints was the extension of the developed methods to the real world tasks.
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In other words, the developed CAD systems should be tested in real time during the routine clinical

exams. This kind of experiment is also missing in the literature and involves the participation of one

or more dermatology services.
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A
A CAD System Based on Global

Features - Complete Results

This appendix shows all of the results obtained with the different con�gurations described in Chap-

ter 4. Four classi�ers are considered (AdaBoost, SVM, kNN, and random forests) and the hyperpa-

rameters of each classi�er (see Table 4.2) are chosen by nested cross validation.
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Table A.1: Classi�cation results obtained using the AdaBoost algorithm for the PH 2 and reduced sets. * signals

the results obtained with the reduced set. Bold highlights the best results.

Feature Descriptor SE SP S

Color

RGB Histograms 88% 86% 0.128

HSV Histograms 82% 75% 0.208

L*a*b* Histograms 90% 83% 0.142

Opponent Histograms 91% 81% 0.136

RGB Histograms 50%* 76%* 0.396*

HSV Histograms 75%* 90%* 0.190*

L*a*b* Histograms 85%* 86%* 0.146*

Opponent Histograms 90%* 79%* 0.144*

Texture

Amplitude Histogram 84% 77% 0.188

Orientation Histogram 66% 60% 0.364

Gabor Filters 92% 61% 0.204

Amplitude Histogram 75%* 77%* 0.242*

Orientation Histogram 15%* 76%* 0.606*

Gabor Filters 70%* 65%* 0.320*

Shape

Simple Shape Descriptors 80%* 58%* 0.288*

Hu Moments 90%* 33%* 0.328*

Wavelets 70%* 69%* 0.304*

Symmetry

Shape Symmetry 65%* 50%* 0.410*

Color Symmetry 80%* 80%* 0.200*

Texture Symmetry 90%* 73%* 0.168*
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Table A.2: Classi�cation results obtained using the SVM algorithm for the PH 2 and reduced sets. * signals the

results obtained with the reduced set. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 73% 84% 0.226

HSV Histograms 81% 86% 0.170

L*a*b* Histograms 87% 86% 0.134

Opponent Histograms 81% 77% 0.206

RGB Histograms 65%* 81%* 0.286*

HSV Histograms 80%* 80%* 0.200*

L*a*b* Histograms 75%* 77%* 0.242*

Opponent Histograms 75%* 76%* 0.246*

Texture

Amplitude Histogram 74% 75% 0.256

Orientation Histogram 62% 75% 0.328

Gabor Filters 86% 73% 0.192

Amplitude Histogram 55%* 71%* 0.386*

Orientation Histogram 40%* 65%* 0.500*

Gabor Filters 75%* 56%* 0.326*

Shape

Simple Shape Descriptors 85%* 55%* 0.270*

Hu Moments 70%* 65%* 0.312*

Wavelets 50%* 60%* 0.460*

Symmetry

Shape Symmetry 60%* 32%* 0.512*

Color Symmetry 60%* 80%* 0.320*

Texture Symmetry 70%* 68%* 0.308*

A-3



Table A.3: Classi�cation results obtained using the kNN algorithm for the PH 2 and reduced sets. * signals the

results obtained with the reduced set. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 84% 85% 0.156

HSV Histograms 89% 85% 0.126

L*a*b* Histograms 87% 82% 0.150

Opponent Histograms 83% 78% 0.190

RGB Histograms 70%* 69%* 0.304*

HSV Histograms 90%* 72%* 0.172*

L*a*b* Histograms 100%* 67%* 0.132*

Opponent Histograms 80%* 74%* 0.224*

Texture

Amplitude Histogram 83% 84% 0.166

Orientation Histogram 55% 65% 0.410

Gabor Filters 84% 71% 0.212

Amplitude Histogram 95%* 84%* 0.094*

Orientation Histogram 50%* 66%* 0.436*

Gabor Filters 65%* 67%* 0.342*

Shape

Simple Shape Descriptors 85%* 41%* 0.348*

Hu Moments 80%* 43%* 0.370*

Wavelets 65%* 60%* 0.370*

Symmetry

Shape Symmetry 70%* 51%* 0.488*

Color Symmetry 80%* 75%* 0.220*

Texture Symmetry 75%* 69%* 0.274*
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Table A.4: Classi�cation results obtained using the random forests algorithm for the PH 2 and reduced sets. *

signals the results obtained with the reduced set. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 88% 84% 0.136

HSV Histograms 87% 86% 0.134

L*a*b* Histograms 86% 86% 0.140

Opponent Histograms 89% 84% 0.130

RGB Histograms 50%* 75%* 0.400*

HSV Histograms 90%* 86%* 0.116*

L*a*b* Histograms 75%* 84%* 0.214*

Opponent Histograms 80%* 86%* 0.176*

Texture

Amplitude Histogram 84% 80% 0.176

Orientation Histogram 61% 63% 0.382

Gabor Filters 90% 63% 0.208

Amplitude Histogram 75%* 73%* 0.258*

Orientation Histogram 50%* 56%* 0.478*

Gabor Filters 75%* 58%* 0.318*

Shape

Simple Shape Descriptors 90%* 48%* 0.268*

Hu Moments 70%* 81%* 0.256*

Wavelets 55%* 59%* 0.434*

Symmetry

Shape Symmetry 50%* 53%* 0.488*

Color Symmetry 90%* 75%* 0.160*

Texture Symmetry 65%* 74%* 0.314*
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B
The Role of Local Features -

Complete Results

This appendix shows all of the results obtained with the different con�gurations described in Chap-

ter 5. Four classi�ers are considered (AdaBoost, SVM, kNN, and random forests) and the hyperpa-

rameters of each classi�er (see Table 4.2) are chosen by nested cross validation.

Table B.1: Classi�cation results obtained using the AdaBoost algorithm. Bold highlights the best results.

Feature Descriptor SE SP S

Color

RGB Histograms 85% 84% 0.154

HSV Histograms 82% 89% 0.152

L*a*b* Histograms 90% 82% 0.132

Opponent Histograms 90% 84% 0.124

Texture

Amplitude Histogram 87% 81% 0.154

Orientation Histogram 81% 82% 0.186

Gabor Filters 88% 77% 0.164
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Table B.2: Classi�cation results obtained using the SVM algorithm. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 87% 78% 0.166

HSV Histograms 84% 82% 0.168

L*a*b* Histograms 87% 79% 0.162

Opponent Histograms 87% 75% 0.178

Texture

Amplitude Histogram 76% 89% 0.193

Orientation Histogram 78% 88% 0.182

Gabor Filters 62% 89% 0.273

Table B.3: Classi�cation results obtained using the kNN algorithm. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 100% 76% 0.096

HSV Histograms 97% 75% 0.118

L*a*b* Histograms 98% 79% 0.150

Opponent Histograms 95% 78% 0.118

Texture

Amplitude Histogram 94% 70% 0.156

Orientation Histogram 96% 63% 0.172

Gabor Filters 91% 77% 0.146

Table B.4: Classi�cation results obtained using the Random Forests algorithm. Bold highlights the best results

Feature Descriptor SE SP S

Color

RGB Histograms 94% 68% 0.164

HSV Histograms 92% 79% 0.132

L*a*b* Histograms 94% 77% 0.128

Opponent Histograms 92% 78% 0.136

Texture

Amplitude Histogram 87% 85% 0.138

Orientation Histogram 90% 79% 0.144

Gabor Filters 88% 88% 0.120
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C
corr-LDA Equations

C.1 Expanded Lower Bound L (
 d; � d; � d; �; �; 
)

This section shows the expanded version of every term in (9.12), such that it is possible to obtain

a lower bound L (
 d; � d; � d; �; �; 
) as a function of the model (�; �; 
 ) and variational (
 d; � d; � d)

parameters. For details on these derivations please refer to [25,26].
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which can be decomposed in

L
�

 d; � d; � d; �; �; 


�
= Eq[logp(� d j� )] + Eq[logp(zd j� d)]

+ Eq[logp(rd jzd; 
)] + Eq[logp(yd jN d)]

+ Eq[logp(wd jyd; zd; � )] � Eq[logq(� d j
 d)]

� Eq[logq(zd j� d)] � Eq[logq(yd j� d)] : (C.2)

C-1



Each of the terms in (C.2) corresponds to the following expressions

Eq[logp(� d j� )] = log �

 
KX

k=1

� k

!

�
KX

k=1

log �( � k )

+
KX

k=1

(� k � 1)

0

@	( 
 d
k ) � 	

0

@
KX

j =1


 d
j

1

A

1

A ; (C.3)

where �( :) is the gamma function and 	( :) is the digamma function, i.e., the �rst derivative of the

gamma function.
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where C is a constant.
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C.2 Variational EM - Update Equations

� E-Step The update equations for the variational parameters (
 d; � d; � d) are the following
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These parameters must be estimated by the order that they are presented here.

� M-Step The parameter � that relates the text labels wm with the topic k is updated as follows
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It is not possible to obtain an exact update equation for the Dirichlet parameter � . Therefore,

Blei and Jordan propose the use of the Newton-Raphon's method [26] to obtain an estimate of this

parameter.

When the traditional formulation of corr-LDA is used, each of the k multivariate parameters 
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(� k ; � k ) is computed as follows:
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When the von Mises-Gaussian distributions are used to model the regions' features the update

equations for 
 k = ( � k ; � k ; � k ; " k ) are as follows. The parameters � and � are update as in (C.15)

and (C.16), but using r 0
n (feature vector without the H channel information). The parameters of the

von Mises distribution are updated using the following equations
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An analytical computation of the parameter " k is not possible. Different approximations have been

proposed to tackle this issue. This thesis adopts the approach described in [179], which makes use

of the Newton-Raphson's method to obtain an approximation. This method requires a few iterations t

of the following equation:
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and the variable R is de�ned as
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In the �rst iteration "0
k is set to be [179]

"0
k =

R � R
3

1 � R
2 : (C.21)

The update equation is applied until convergence is reached.
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D
Towards the Development of a

Clinically Inspired System - Complete

Results

This appendix shows all of the results obtained in Chapter 9. Two classi�ers are considered (SVM

with RBF kernel and random forests), as well as two fusion strategies (LR and MR). The hyperparam-

eters of each classi�er are chosen by nested cross validation.
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Table D.1: Results for the detection of texture structures: pigment network and dots. Bold highlights the best

results.

Features Structures SVM-RBF Random Forests

� c, � ca

Pigment Network

Re = 67:1% Re = 72:6%

P re = 69:7% P re = 71:3%

F 1 = 68:4% F 1 = 71:9%

Dots/Globules

Re = 70:7% Re = 68:3%

P re = 66:7% P re = 67:9%

F 1 = 68:6% F 1 = 68:1%

� M , � M , � m , � m

Pigment Network

Re = 83:8% Re = 86:3%

P re = 79:4% P re = 77:4%

F 1 = 81:5% F 1 = 81:6%

Dots/Globules

Re = 72:8% Re = 76:5%

P re = 71:0% P re = 69:8%

F 1 = 71:9% F 1 = 73:0%

� c, � ca ; � M , � M , � m , � m

Pigment Network

Re = 82:6% Re = 80:9%

P re = 78:4% P re = 74:9%

F 1 = 80:4% F 1 = 77:3%

Dots/Globules

Re = 71:5% Re = 66:7%

P re = 70:8% P re = 69:1%

F 1 = 71:1% F 1 = 67:9%

� g, � g

Pigment Network

Re = 82.6% Re = 88.9%

� c, � ca ; � M , � M , � m , � m , P re = 80.0% P re = 77.6%

F 1 = 81.3% F 1 = 82.9%

Dots/Globules

Re = 74.8% Re = 83.2%

P re = 71.3% P re = 71.8%

F 1 = 73.0% F 1 = 77.1%
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Table D.2: Results for the detection of color structures: blue-whitish veil and regression areas. Bold highlights

the best results.

Features Structures SVM-RBF Random Forests

� HSV ,� c, � ca

Blue-whitish veil

Re = 72.6% Re = 68.5%

P re = 71.8% P re = 75.4%

F 1 = 72.1% F 1 = 71.9%

Regression areas

Re = 47.8% Re = 51.3%

P re = 55.3% P re = 60.8%

F 1 = 51.3% F 1 = 55.6%

� HSV , � M ,� M , � m , � m

Blue-whitish veil
Re = 67:1% Re = 66:4%

P re = 81:0% P re = 78:7%

F 1 = 73:4% F 1 = 72:0%

Regression areas

Re = 42:9% Re = 28:4%

P re = 57:2% P re = 70:5%

F 1 = 49:0% F 1 = 40:5%

� HSV

Blue-whitish veil

Re = 70:3% Re = 67:9%

� c, � ca ; � M , � M , � m , � m , P re = 72:0% P re = 77:2%

F 1 = 71:0% F 1 = 72:3%

Regression areas

Re = 38:9% Re = 40:5%

P re = 50:0% P re = 51:2%

F 1 = 43:6% F 1 = 45:2%

Table D.3: Results for melanoma diagnosis using combinations of criteria. All* refers to the combination of the

colors' model with the one associated with the color and texture structures.

SVM-RBF Random Forests Combined

Criteria LR MR LR MR LR MR

Colors SE = 77:5% SE = 78:8% SE = 74:7% SE = 78:8% SE = 77:2% SE = 81:3%

+ SP = 67:3% SP = 68:4% SP = 79:2% SP = 75:1% SP = 75:1% SP = 73:5%

Texture Structures AUC = 80:0% AUC = 82:7% AUC = 83:1% AUC = 83:8% AUC = 82:3% AUC = 85:3%

Colors SE = 77:9% SE = 78:8% SE = 82:1% SE = 81:3% SE = 79:6% SE = 81:3%

+ SP = 69:1% SP = 72:8% SP = 71:8% SP = 71:2% SP = 72:5% SP = 72:5%

Color Structures AUC = 81:1% AUC = 82:5% AUC = 83:6% AUC = 83:7% AUC = 84:1% AUC = 84:9%

Texture SE = 84:6% SE = 85:9% SE = 73:9% SE = 78:8% SE = 79:2% SE = 85:9%

+ SP = 66:8% SP = 67:1% SP = 78:9% SP = 73:0% SP = 76:0% SP = 72:8%

Color Structures AUC = 83:6% AUC = 84:4% AUC = 82:6% AUC = 84:7% AUC = 82:7% AUC = 86:3%

SE = 81:3% SE = 84:2% SE = 73:4% SE = 81:3% SE = 78:0% SE = 84.6%

All SP = 67:0% SP = 72:1% SP = 78:2% SP = 74:8% SP = 77:1% SP = 74.2%

AUC = 82:5% AUC = 85:1% AUC = 84:0% AUC = 85:4% AUC = 85:6% AUC = 86.9%

SE = 82:5% SE = 85:4% SE = 78:8% SE = 80:9% SE = 79:2% SE = 85.8%

All* SP = 69:1% SP = 65:4% SP = 76:7% SP = 73:2% SP = 75:6% SP = 71.1%

AUC = 83:2% AUC = 83:8% AUC = 83:8% AUC = 84:3% AUC = 83:6% AUC = 85.9%

D-3



D-4


